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Experimental Study

on Case Particle Restoration in Korean

Hwang-Bo, Cheon

Department of Computer Engineering

Graduate School of Korea Maritime University

Abstract

This thesis is an experimental study on case particle restoration in

Korean. The case particles in Korean sentences are omitted

frequently. The omitted particles cause ambiguity in syntactic attach-

ment and decrease performance of syntactic analysis. In this thesis,

we restore the omitted case particles using machine learning techni-

ques and suggest the most proper features for case particle

restoration. The system for restoring omitted particles can be one

component in the parsing system and also can be used for indexing

terms in information retrieval. We have done experiments on several

experimental settings and have observed the results. For the experi-

ments, we have used ETRI syntactic tree-tagged corpus. The correct

restoration rate of the system is 81.11 in accuracy of omitted case

particles. We have observed that nouns and verbs, themselves, are

very important features for restoring case particles.
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2

2.1 ETRI

ETRI ( , 2005) ,

2005 .

,

.

, ,

.

. ETRI

Table 1 101,602 ,

21.6 , 1.98 , 71 .

( : )

101,602

21.6

2,2900,914

1.98

4,375,332

71

Table 1 ETRI
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ETRI Fig. 1 , ,

, , .

(Sentence No), (Status), (worker), (corrector),

(m_time), (Comment) ,

,

.

‘_’ .

.

ETRI

.

2.2 Conditional Random Fields

Conditional Random Fields(CRF)

(Lafferty, McCallum, &

Pereira, 2001). CRF (Lafferty, McCallum, &

Pereira, 2001; Pinto, McCallum, Wei & Croft, 2003)

, ( , 2007) , ( , ,

, 2010) , (

, 2006) . ( ,

, 2010) (anaphora resolution)

. CRF

,

.
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# ================================================================================

Sentence No.: 170142, Status: 20

worker: skylake99@hanmail.net, corrector: , m_time: 2005-10-16 22:06:07
Comment:

# -----------------------------------------------------------------------------------

,
.

# ----------------------------------------------------------------------------

,

.

[ ]

[ ]+ [ ]
[ ]

[ ]

[ ]
[ ]+ [ ]

[ ]+ [ ]

[ ]+ [ ]
[ ]+ [ ]+ [ ]+,[ ]

[ ]+ [ ]

[ ]+ [ ]
[ ]+ [ ]ㄴ

[ ]+ [ ]+ [ ]

[ ]
[ ]

[ ]+ [ ]ㄹ

[ ]+ [ ]+ [ ]
[ ]

[ ]+ [ ]

[ ]+ [ ]+.[ ]ㄴ

# --------------------------------------------------------------------------------
_ [ ]+ [ ] _ _ _ [ ]+ [ ]

[ ]+ [ ] [ ]+ _ [ ]+ [

]+ [ ]+,[ ] [ ]+ [ ] [
]+ [ ] [ ]+ [ ] _ [ ]+ [ㄴ

] [ ] [ ] [ ]+ _ _ [ ]+ [ㄹ

] [ ] [ ]+ [ ] [ ]+ [ㄴ
]+.[ ]

# --------------------------------------------------------------------------

1

2
3

4

5

6

7
8

9

10
11

12

13
14

14

3
4

14

7

7

8
11

11

11
14

14

14
0

_ [ ]+ [ ] ( )

_ _ _ [ ]+ [ ]
[ ]+ [ ]

[ ]+ _ [ ]+ [ ]+ [ ]+,

[ ]
[ ]+ [ ]

[ ]+ [ ]

[ ]+ [ ] ( )ㄴ
_ [ ]+ [ ]

[ ]

[ ]
[ ]+ _ _ [ ]+ [ ]ㄹ

[ ]

[ ]+ [ ]
[ ]+ [ ]+.[ ]ㄴ

==========================================================================================

Fig. 1 ETRI
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2.3

(dependency structure)

.

( , 1993),

(Chung, 2004). ( , 1993)

. (Chung, 2004)

. (Kim, Park &

Lee, 2007)
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3

3.1

Fig. 2 ETRI

, ,

ETRI ,

,

.

ETRI

ETRI

Fig. 2
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3.2 ETRI

ETRI ETRI

, ,

. ETRI Python ,

Fig. 3 . Fig. 3 “dep-tree.sentence”

ETRI

. . “=====

=====”, “Sentence No.: 170142, Status: 20”, “worker: sky-

lake99@hanmail.net, corrector: , m_time: 2005-10-16 22:06:07”,

“Comment: ”, “----- -----”

. “

,

.” .

, ,

ETRI . “

[ ]+ [ ]”

"split()" “ ” “ [

]+ [ ]” , 1)

“MA_BUF” Line Text . Line Text

“MA_BUF” .

1) (lists) : Python (built-in types) [] ,

. ,

.



- 9 -

[ ]

[ ]+ [ ]

[ ]

-----------------------------------------

dep-tree.sentence
ETRI

or

Split()

MA_BUF

PC_BUF

DRA_BUF

Next Line Line Text

_ [ ]+ [ ]

_ _ _ [ ]

-----------------------------------------

1 14 _ [ ]+ [ ] ( )

2 3 _ _ _ [ ]+

[ ]

-------------------------------------------

Fig. 3 ETRI

, “MA_BUF” .

, [ ]+ [ ]

“ _ [ ]+ [ ] _ _

_ [ ]+ [ ] [ ]+

[ ] [ ] ... ....”

"split()" “ _ [ ]+ [ ]”,

“ _ _ _ [ ]+ [ ]”



- 10 -

, “PC_BUF” , Line

Text . Line Text

“PC_BUF” .

, “PC_BUF” .

_ [ ]+ [ ],

_ _ _ [ ]+ [ ],

[ ]+ [ ],

..... .....

“1 14 _ [ ]+ [ ]

( )” "split()"

“1”, “14”, “ _ [ ]+ [

]” , “DRA_BUF”

Line Text . Line Text

“DRA_BUF” .

, “DRA_BUF” .

1, 14, _ [ ]+ [ ]

, ETRI

.
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3.3

3.3.1
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(feature vector) .

<  ,    ,
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]” .



- 12 -

<  ,    , , ,

     ,   , , ,

,  , , ,

, , , ,

,  , ,

  > 1

, “U00:%x[0,0]”

“ ” , “U01:%x[0,1]”

“ ” , “U02:%x[0,2]”

“ ” , “U03:%x[0,3]”

“ ” . “U04:%x[0,4]”

“ ” , “U05:%x[0,5]” “ ” .

“U06:%x[0,6]” “ ”

, “U07:%x[0,7]” “ ” .

“U08:%x[0,8]” “ ” ,

“U09:%x[0,9]” “ ” .

“U10:%x[0,10]” “1”

.

“U12:%x[0,1]/%x[0,4]”, “U13:%x[0,1]/%x[0,5]”, “U14:%x[0,3]/%x[0,4]”,

“U15:%x[0,3]/%x[0,5]”,“U16:%x[0,4]/%x[0,6]”, “U17:%x[0,4]/%x[0,7]”,

“U18:%x[0,5]/%x[0,6]”, “U19:%x[0,5]/%x[0,7]”,

“U21:%x[0,1]/%x[0,3]/%x[0,4]”, “U22:%x[0,1]/%x[0,3]/%x[0,5]”,
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“U24:%x[0,4]/%x[0,7]/%x[0,9]”, “U25:%x[0,5]/%x[0,7]/%x[0,9]”

.

U00:%x[0,0]

U01:%x[0,1]

U02:%x[0,2]

U03:%x[0,3]

U04:%x[0,4]

U05:%x[0,5]

U06:%x[0,6]

U07:%x[0,7]

U08:%x[0,8]

U09:%x[0,9]

U10:%x[0,10]

U12:%x[0,1]/%x[0,4]

U13:%x[0,1]/%x[0,5]

U14:%x[0,3]/%x[0,4]

U15:%x[0,3]/%x[0,5]

U16:%x[0,4]/%x[0,6]

U17:%x[0,4]/%x[0,7]

U18:%x[0,5]/%x[0,6]

U19:%x[0,5]/%x[0,7]

U21:%x[0,1]/%x[0,3]/%x[0,4]

U22:%x[0,1]/%x[0,3]/%x[0,5]

U24:%x[0,4]/%x[0,7]/%x[0,9]

U25:%x[0,5]/%x[0,7]/%x[0,9]

1

/

/

/

/

/

/

/

/

/ /

/ /

/ /

/ /
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Fig. 4 .

# Unigram

U00:%x[0,0]

U01:%x[0,1]

U02:%x[0,2]

U03:%x[0,3]

U04:%x[0,4]

U05:%x[0,5]

U06:%x[0,6]

U07:%x[0,7]

U08:%x[0,8]

U09:%x[0,9]

U10:%x[0,10]

U12:%x[0,1]/%x[0,4]

U13:%x[0,1]/%x[0,5]

U14:%x[0,3]/%x[0,4]

U15:%x[0,3]/%x[0,5]

U16:%x[0,4]/%x[0,6]

U17:%x[0,4]/%x[0,7]

U18:%x[0,5]/%x[0,6]

U19:%x[0,5]/%x[0,7]

U21:%x[0,1]/%x[0,3]/%x[0,4]

U22:%x[0,1]/%x[0,3]/%x[0,5]

U24:%x[0,4]/%x[0,7]/%x[0,9]

U25:%x[0,5]/%x[0,7]/%x[0,9]

Fig. 4
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3.3.2

ETRI

(MA_BUF), (PC_BUF), (DRA_BUF)

, Python . Fig. 5

.

. ETRI

“MA_BUF” “PC_BUF”

“split(‘+’)”

.

, MA_BUF( ) “[ [ , [

], [ , [ ]+ [ ] ], ..... .....

]”

“MA_BUF_N” .

[ [ ], [ ], , 0 ],

[ [ , ], [ , ], , 0 ],

..... .....

PC_BUF( ) MA_BUF

“PC_BUF_N” .
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[ [ _ , ], [ , ],

_ , 0 ],

[ [ _ _ _ , ], [ , ],

_ _ _ , 0 ],

..... .....

“MA_BUF_N( )” “PC_BUF_N( )”

“MA_BUF_N” “PC_BUF_N”

.

, “MA_BUF_N” Table 2, “PC_BUF_N”

Table 3 Table 4 “MA_BUF_N”

“PC_BUF_N” “1, 2, 3” Table 5

“PC_BUF_N” “MA_BUF_N” “5, 6, 7” .

MA_BUF_N List

5 [ , ], [ , ], , 0

6 [ , ], [ , ], , 0

7 [ , ], [ , ], , 0

Table 2 MA_BUF_N
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PC_BUF_N List

1
[ _ _ _ , ], [ , ],

_ _ _ , 0

2 [ , ], [ , ], , 0

3 [ , , , ], [ , ,
], , 0

Table 3 PC_BUF_N

MA_BUF_N List

5 [ , ], [ , ], , 1

6 [ , ], [ , ], , 2

7 [ , ], [ , ], , 3

Table 4 MA_BUF_N

PC_BUF_N List

1 [ _ _ _ , ], [ , ],
_ _ _ , 5

2 [ , ], [ , ], , 6

3 [ , , , ], [ , ,
], , 7

Table 5 PC_BUF_N

. “PC_BUF_N”

Next Array Skip ,

, .
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,

Skip

.

[ , ], [ , ], , 1

[ , ], [ , ], , 2

.

, ,

,

“MA_BUF_N” . “MA_BUF_N”

“PC_BUF_N” “MA_BUF_N”

.

, .

[ , ], [ , ], , 1

.



- 19 -

, , ,

. “DRA_BUF”

.

, “PC_BUF_N” “DRA_BUF”

,

‘3’ ‘4’ ‘1’ .

3 4 [ ]+ [ ]

,

, , ,

, ,

"TRIAN_BUF" .

, , , , ,

, , , , , 1,
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Fig. 5

"TRAIN_BUF"

.

"TRAIN_BUF"

"TrainingData.txt" .

DRA_BUFPC_BUFMA_BUF

Split(‘+’)
‘+’

PC_BUF_NMA_BUF_N

MA_BUF_N

?

, ,
TRAIN_BUF

Training.txt
Next Array Skip

Fig. 5

3.4



- 21 -

TrainingCorpus TestCorpus

ClassifierLearner

Model Result

Fig. 6

<  ,    , , ,

     ,   , , ,

,  , , ,

, , , ,

,  , ,

  > 1

Fig. 7
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<  ,    , , ,

     ,   , , ,

,  , , ,

, , , ,

,  , ,

  1

>

Fig. 8
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4

4.1

, ,

.

, , , , , , ,

.

. Table 6

“ , , , ” ,

“ , ” ,

“ , ” ,

“ , , ” ,

“ , , , , ” .

ETRI

Python v3.3.22) CRF++3)

. 10 (10-fold cross validation)

.

2) http://www.python.org/download/

3) http://crfpp.googlecode.com/svn/trunk/doc/index.html#format
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, , ,

,

,

, ,

, , , ,

4.2

ETRI 101,602

, Table 7 101,565

543,306 < , , , –

> . ,

543,306 119,055 21.90% ,

171,537 31.37% , 54,344 10.00%

, 198,318 36.50% , 52

0.01% . 543,306 Table 8

,

, , 3

. 1

.
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119,055 21.90

171,537 31.57

54,344 10.00

198,318 36.50

52 0.01

543,306 101,565

4.3

4.3.1.

(Training.txt) 10

. “Training.txt” 90%

“TrainingCorpus.txt” 10% “TestCorpus.txt”

.

“TrainingCorpus.txt” Fig. 9

“Model.txt” . .

$ crf_learn Template TrainingCorpus.txt Model.txt
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1 59,563 131,635 54,230 97,846 10

2 24,371 25,442 84 37,180 6

3 11,842 6,838 11 19,992 8

4 7,130 2,981 5 11,396 3

5 4,484 1,595 1 7,214 2

6 2,996 906 2 4,938 2

7 2,160 532 5 3,699 1

8 1,557 394 2 2,712 3

9 1,151 270 1 2,200 1

10 897 177 2 1,807 0

11 688 169 0 1,560 2

12 578 150 0 1,389 3

13 413 106 0 1,284 1

14 355 99 1 1,237 0

15 280 100 0 1,087 4

16 228 47 0 950 2

17 161 43 0 738 1

18 100 29 0 502 1

19 51 14 0 273 1

20 26 2 0 173 1

21 16 2 0 72 0

22 5 2 0 45 0

23 1 2 0 14 0

24 1 2 0 9 0

25 1 0 0 1 0

119,055 171,537 54,344 198,318 52

Table 8
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Fig 9 CRF++

Model.txt” “TestCorpus.txt” Fig.

10 “TestCorpus.txt”

“Result.txt” .

.

$ crf_test m Model.txt TestCorpus.txt–
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Fig. 10 CRF++

4.3.2.

, Table 9

. 77.02% ,

94%, 84%, 72%, 64%

. 52

0% .
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Macro-

Average

Micro-

Average

64.79 64.76 119,055 7,710.10 4,195.40

84.72 84.72 171,537 14,532.00 2,621.20

94.65 94.51 54,344 5,136.00 298.40

72.96 72.94 198,318 14,464.40 5,367.40

0.00 0.00 52 0.00 5.20

77.02 77.02 543,306 41,842.5 12,487.6

Table 9 ( : 1 ~ 25)

4.4

4.4.1.

, Table 10

.

1 67.39%, 2 64.17%, 3 60.48%

, , ,

1 91.98% 2 72.57%, 3

49.03% 1

.

1 94.78%

2 Table 9

0% .

1
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71.93%, 2 67.65%, 3 72.79%, 4 74.64% 5 76.65%

.

,

.

Ma Mi Ma Mi Ma Mi Ma Mi Ma Mi

1 67.39 67.30 91.97 91.98 94.85 94.71 71.92 71.82 00.00 00.00

2 64.13 64.09 72.57 72.55 00.00 00.00 67.62 67.64 00.00 00.00

3 60.45 60.44 49.03 49.02 00.00 00.00 72.78 72.78 00.00 00.00

4 62.26 62.29 39.50 39.42 00.00 00.00 74.64 74.63 00.00 00.00

5 62.74 62.76 34.81 34.73 00.00 00.00 76.63 76.63 00.00 00.00

6 63.05 63.02 26.25 26.31 00.00 00.00 79.81 79.81 00.00 00.00

Table 10 ( : 1 ~ 25)

Ma : Macro-Average, Mi : Micro-Average

4.4.2. 1 2

2

,

1 2

. ETRI 101,565

1 2 430,367

4.1.1
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. Table 11

67.19% 3% ,

88.83% 4% , 94.45%

0.1% , 70.99% 2%

. 16

16 . 1

2 79.68% 4.3.2

2% .

Macro-

Average

Micro-

Average

67.19 67.14 83,934 5,634.90 2,758.30

88.83 88.83 157,077 13,952.70 1,754.80

94.51 94.37 54,314 5,125.30 305.90

70.99 70.94 135,026 9,578.60 3,923.90

0.00 0.00 16 0.00 1.60

79.68 79.68 430,367 34,291.5 8,744.5

Table 11 ( : 1 ~ 2)

Table 12 ,

1 69.31% , 2 62.06% 7%

, 1 92.20%

2 71.35% 21% ,

1 94.65%

, 2 0%

. 1 73.05% 2
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65.65% 8% .

.

Ma Mi Ma Mi Ma Mi Ma Mi Ma Mi

1 69.31 69.23 92.20 92.21 94.65 94.51 73.05 72.94 00.00 00.00

2 62.06 62.03 71.35 71.35 00.00 00.00 65.65 65.66 00.00 00.00

Table 12 ( : 1 ~ 2)

Ma : Macro-Average, Mi : Micro-Average

Fig.

11 .

Fig. 11 ( : 1 ~ 2)

10
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Table 13 . 2, 6, 9

97% 3, 4

94.65% 90.74% 90.34% .

1 4,539 4,276 94.21 263 5.79

2 4,836 4,763 98.49 73 1.51

3 5,400 4,900 90.74 500 9.26

4 6,391 5,774 90.35 617 9.65

5 5,724 5,297 92.54 427 7.46

6 5,430 5,283 97.29 147 2.71

7 5,661 5,329 94.14 332 5.86

8 5,668 5,412 95.48 256 4.52

9 5,126 5,023 97.99 103 2.01

10 5,453 5,196 95.29 257 4.71

54,228 51,253 94.65 2,975 5.35

Table 13 10- ( : 1)

4.5

Fig. 4

. ETRI

101,565 1 2

430,367 4.1.1

. Fig. 12

(macro-average) Fig. 13 (macro-aver-

age), Fig. 14 (micro-average) Fig. 15
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(micro-average) , 1 4

, ,

5 6 . 7 10

, .

11 . ,

. 5

,

,

.

6

7

, , 10%

. 8 11

.

Fig. 12 (macro-average)
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Fig. 13 (macro-average)

Fig. 14 (micro-average)
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Fig. 15 (micro-average)

. Table 14, 15 7

66% ,

5 75% . Table 14

,

1 2, 3 4 Table 11

67.19% 88.83%

.

94.45% 70.99%

.

8, 9, 10,

11

1 4 , 8 11

.
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1 67.39 89.02 94.57 70.99 0.00 79.79

2 67.82 89.17 94.62 71.34 0.00 80.05

3 67.16 88.89 94.50 70.88 0.00 79.66

4 67.57 89.09 94.73 71.22 0.00 79.95

5 59.85 87.76 95.09 63.06 0.00 75.44

6 64.90 88.82 94.51 70.08 0.00 78.95

7 47.42 74.59 91.11 57.79 0.00 66.06

8 66.76 88.93 94.48 71.00 0.00 79.63

9 66.80 88.78 94.47 70.79 0.00 79.52

10 67.29 88.86 94.48 71.13 0.00 79.75

11 65.79 88.74 92.81 70.17 0.00 78.91

Table 14 (macro-average)

1 67.39 89.02 94.51 70.98 0.00 79.80

2 67.82 89.17 94.56 71.34 0.00 80.06

3 67.15 88.89 94.44 70.88 0.00 79.67

4 67.57 89.09 94.67 71.22 0.00 79.96

5 59.85 87.77 95.03 63.07 0.00 75.45

6 64.90 88.83 94.46 70.08 0.00 78.96

7 47.43 74.59 91.11 57.79 0.00 66.07

8 66.75 88.93 94.43 71.00 0.00 79.64

9 66.80 88.78 94.42 70.78 0.00 79.53

10 67.30 88.86 94.42 71.14 0.00 79.76

11 65.78 88.75 92.76 70.17 0.00 78.92

Table 15 (micro-average)
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Python ETRI
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543,306 < , ,

, > .–

10 ,

. 90%

10% ,

,

.

1 2

81.11% .

66.01%, 75.38%
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