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Chapter 1. Introduction

1.1. Ocean color remote sensing

The ocean color represents characteristics of oceanic environmental parameters by light (from the
sun) interactions with underwater constituents such as phytoplankton, inorganic suspended particles,
detritus, dissolved organic matter (Morel and Puieur, 1977; Mobley, 2010) as shown in Fig. 1.
Remotely sensing the oceanic environment using from visible (VIS) to near infrared (NIR)
wavelengths at a satellite level has successfully extracted oceanic environmental information in a
large spatial and temporal scale. At the initial phase of the ocean color mission, it had focused on a
monitoring of chlorophyll-a (chl,) concentration that indicates an abundance of phytoplankton on
the ocean. This monitoring has made the study of a global-scale biogeochemical dynamics and cycle

possible (Gordon et al., 1980, 1983).

P Oligotrophic water Productive water
(East Sea of Korea) (South Sea of Korea)

Highly productive T Lo o Highly turbid watér s
(Yellow sea of Korga) e (Mokpo estuary of Korea) 7

Fig. 1. Ocean color spectra can be varied by various water constituents such as phytoplankton,
suspended sediments, and dissolved organic matter. Photos were taken by the Korea Ocean
Satellite Center of the Korea Institute of Ocean Science and Technology (KIOST) during the
KORUS-OC 2016 campaign from 2016/05/20 to 2016/06/06 (Mannino, 2015; Kim et al., 2016;
Salisbury, 2016).

-1 -
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Since the first ocean color satellite Coastal Zone Color Scanner (CZCS) launched in 1978, the
ocean color remote sensing research has been developed rapidly. Because satellite remote-sensing
data can be acquired by several series of ocean color missions (Fig.2) from a large area and fast
access. The growth of ocean color remote sensing technique has involved an extension of coastal
environment monitoring and its diurnal variations.

1975 1980 1985 1990 1995 2000 2005 2010 2015 2020 2025 2030

czcs
oCcTS
SeaWiFs
MERIS
MODIS

GLI

——— e ————— ]

juasaid

HICO

Goci

|

VIIRS

~

oLa

SGLI

GOCI-HI

iy

GEO-CAPE

Fig. 2. Past and future ocean color missions. The first Geostationary Ocean
Color Imager (GOCI) has been successfully launched and operated since
2010 with 7.5 years lifetime.

1.2. Geostationary Ocean Color Imager (GOCI)

The first Geostationary Ocean Color Imager (GOCI) is one of the three payloads on the
Communication-Ocean-Meteorological Satellite (COMS) (Fig. 3) operated by Korea Ocean
Satellite Center (KOSC) of Korea Institute of Ocean Science and Technology (KIOST). From the
geostationary orbit, GOCI has provided the regional synoptic perspectives of coastal and open
ocean phenomena around the Northeast Asia Seas (Fig. 4). It is the first space-borne ocean color
sensor that can take daytime images with unprecedented temporal resolution (8 times a day from
09:15 to 16:15, local time GMT+9) at six visible bands (412, 443, 490, 555, 660, and 680nm) and

-2-
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two NIR bands (745 and 865nm) and a moderate spatial resolution (~500m at the scene center)
(Faure et al., 2008; Kang et al., 2010; Ryu and Ishijaka, 2012; Ryu et al., 2012). Further descriptions
of specifications associated with requirements and spectral requirements are tabulated in Table 1

and Table 2 (Cho et al., 2009; Ryu et al., 2012), respectively

Earth (2)
Earth
Shutter/calibration Sensors
wheel cover (IRES) GocClI
Payload|

M
Payload

Telescop/

Radiator — Pointing Mirror

Pointing Mechanism
Filter Wheel

Focal plane
Focal plane
Cooling

Radiator ¥, Payload Interface Plate

—————— ____ Ssatellite mounts

Fig. 3. The main unit of the GOCI without multi-layer insulation protection (left) and
Communication-Ocean-Meteorological Satellite (COMS) geostationary satellite (right).
GOCI is one of three payloads onboard COMS (Faure et al., 2008; Kang et al., 2010).
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Fig. 4. GOCI observes ocean environment of the

Northeast Asia area from a geostationary orbit (Kang
et al., 2010).
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Table 1. Specification of the GOCI observation (Cho et al., 2009).

Detector

CMOS (2D, 1415%1432 pixels)

Image capture

(sequence)

2D Staring frame capture

Dark Signal — High gain — Low gain — Dark Signal

Radiometric Calibration

Solar diffuser & DAMD(Diffuser Aging Monitoring Device)

Resolution (GSD) 500m>500m

Total FOV 16 slots, 5,300x5,300 Pixels
Coverage 2,500kmx*2,500km
Longitude 128.2°E

Altitude 35,786km

Pupil Diameter of Pointing Mirror 140mm

SNR > 1,000

MTF >0.3

Number of Spectral Bands

8 Bands (6-Visible and 2-NIR)

Digitization

> 12 bits

Table 2. Characteristics of the spectral bands of GOCI (Ryu et al., 2012)

Ban Center Band
wavelength width

SNR Type Primary application

Bl 412nm 20nm

1000

Visible  Dissolved organic carbon absorption

B2 443nm 20nm

1090

Visible  Chl, absorption

B3 490nm 20nm

1170

Visible  Chl, absorption, suspended sediment absorption

Backscattering of suspended particles (phytoplankton or

B4 555nm 20nm 1070 Visible .
sediments)

Bs 660nm 20nm 1010 Visible Chla ab.sorptlon, backscattering of suspended sediment,
vegetation

B6 680nm 10nm 870 Visible Fluorescence emission of chla

B7 745nm 20nm 860 NIR Atmospheric correction

B8 865nm 40nm 750 NIR Atmospheric correction, vegetation
-4 -
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1.3. Atmospheric correction

The GOCI remotely senses ocean color information from geostationary orbit (altitude: ~36,000km)
compare to sun-synchronous orbit sensors (altitude: ~700km). Extracting the water-leaving radiance
from total radiance recorded at the top-of-atmosphere (TOA), however, contains more than 90% of
atmospheric path radiance resulted from multiple-scattering of light by air molecules and aerosols
including their interactions (Fig. 5 and 6) (Gordon, 1998; Eplee et al., 2001; Wang and Gordon,
2002; Franz et al., 2007). Therefore, the atmospheric correction is an essential process for the ocean
color remote sensing including the GOCI mission. The atmospheric correction is a sensitive process
due to the relatively low ratio of water radiance to atmospheric radiance, i.e. 1% error in estimation
of the atmospheric radiance would cause more than 10% error in the ocean radiance estimation

(Eplee et al., 2001).

(a)

the East Sea ' the East Sea

KOREA

color scale
([

00 ool
0.0 0.01

Fig. 5. GOCI RGB (660 nm, 555 nm, and 443 nm, respectively)
composite images of TOA reflectance in same color scale before
the atmospheric correction (a), and water reflectance after the
atmospheric correction (b) over the East Sea. The example
imagery have been obtained in 2011/04/05 03:16 UTC.
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Fig. 6. Spectra of TOA radiance contributors at 2011/04/05 03:16 UTC, in the
middle of the East Sea, from GOCI observation. In the observation, water-

leaving radiance to atmospheric path radiance is less than ~7% in blue bands.

Earlier atmospheric correction for the ocean color remote sensing considered only the open seas.
Thus it assumed that the water-leaving radiance is negligible in the near-infrared (NIR) spectral
range and is called a black pixel assumption (BPA). The BPA has made possible to know the
atmospheric radiance in NIR wavelengths over the ocean. The initial BPA-based atmospheric
correction algorithm was first developed for the CZCS data processing by Gordon (1978, 1983).
This algorithm is based on the single-scattering approximation for aerosol particles. For low aerosol
optical thickness (AOT) conditions (i.e., AOT<O0.1), this single-scattering-based atmospheric
correction had worked acceptably. Later, an improved atmospheric correction algorithm considering
a multiple-scattering for various aerosol type for the operational data processing of the Sea-viewing
Wide Field-of-view Sensor (SeaWiFS) was developed by Gordon and Wang (1994) and Wang and
Gordon (1994). This algorithm is an update version of the CZCS approach regarding the aerosol
correction scheme. Thus the process first converted the multiple-scattering into the single-scattering
to select aerosol models and extrapolate aerosol’s single-scattering reflectance in NIR band to VIS
bands. After the aerosol model selection, the aerosol single-scattering reflectances in the VIS bands
are converted back into the VIS bands. Later, the SeaWiFS algorithm was slightly modified for the
Ocean Color and Temperature Scanner (OCTS) by Fukushima et al. (1998). The OCTS algorithm

replaced the single-scattering reflectance to the AOT to simplify the process, and subsequently
-6 -
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enhanced the aerosol model selection scheme with considering weighted-average technique. More
recently, a new multiple-scattering atmospheric correction algorithm was developed by Antoine and
Morel (1999) for the Medium Resolution Imaging Spectrometer (MERIS) data processing. The
MERIS algorithm also converts the multiple-scattering reflectance to the AOT similar to the OCTS
approach. However, it selects the appropriate aerosol models in the multiple-scattering space. The
performance of those three primary algorithms was evaluated by the International Ocean-Colour
Coordinating Group (IOCCG) report No. 10 (2010), and it showed all of three algorithms were
working well within the acceptable error range (— less than 5% error in the blue band for general
sun-sensor geometries).

The GOCI atmospheric correction algorithm is also developed based on the SeaWiFS and CZCS
atmospheric correction approach with partial improvements with focusing on aerosol correction
scheme, turbid water NIR correction, and vicarious calibration (Ahn et al., 2012, 2015, 2016). The
aerosol correction scheme in the GOCI standard atmospheric correction algorithm is developed to
overcome some assumptions and limitations associated with existing methods that rely on either
single-scattering reflectance or aerosol optical depth. The new aerosol correction scheme is simpler
and methodologically more straightforward. Moreover, it estimates the aerosol multiple-scattering
reflectances at the visible wavelengths more accurately by using the spectral relationships in the
aerosol multiple-scattering reflectance between different wavelengths (called SRAMS).

To extend the ocean color remote sensing to the coastal environment monitoring, atmospheric
correction over turbid water (where the BPA is not valid) has become important. Several studies has
addressed the atmospheric correction over the turbid waters (Hu et al., 2000; Ruddick et al., 2000;
Siegel et al., 2000; Wang and Shi, 2007; Stumpf et al., 2003; Bailey et al., 2010; Wang et al., 2012;
Jiang and Wang, 2014). Especially, the GOCI coverage contains highly turbid water areas such as
the Yellow Sea, the East China Sea, and the coastal areas of the Korean peninsula. Thus, an
implementation of the GOCI atmospheric correction algorithm can be applied to both the turbid
waters and the clear waters. This study also focuses on an improvement of the turbid water (i.c.,
inorganic particles are dominant) atmospheric correction for GOCI target area. A strong empirical

relationship between water reflectances derived by satellite at red and two NIR bands can be

-7 -
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established in a wide range of water turbidity. The GOCI atmospheric correction process iteratively
separates water reflectance and multiple-scattering reflectance of aerosols by the empirical
relationship model.

The vicarious calibration is applied to the GOCI data to enhance the agreement between the actual
observation and the atmospheric correction system (Ahn et al., 2015). The validation of the first
GOCI standard atmospheric correction implemented in the GOCI Data Processing System (GDPS)
Version 1.1 (Moon et al.,2012; Ahn et al., 2012) in the turbid waters showed errors around 10% in
the blue and green bands (412, 443, 490, and 555 nm) and errors around 15% in red bands (660 and
680 nm) (Table 3 — turbid waters), indicating that the correction for NIR water reflectance works
reasonably. However, for clear waters, there still exist considerable discrepancies between the in situ
measurements and the water-leaving radiance derived after the atmospheric correction in the blue to
green bands (412, 443, 490 and 555 nm), most likely because a vicarious calibration has not been
applied to the GOCI data (Table 3 — clear waters). The vicarious calibrations can be normally
applied in the satellite ocean color missions (Gordon, 1998; Eplee et al., 2001; Wang and Gordon,
2002; Murakami et al., 2005; Lerebourg et al., 2011; Werdell et al., 2007; Franz et al., 2007; Wang
et al., 2013a, 2013b, Ahn et al., 2015), since small calibration errors in an atmospheric correction
algorithm can cause significant differences in the derived value of normalized water-leaving
radiance (nL,). Only a 1% increase of the TOA radiance with the same atmospheric radiance can
cause more than a 10% change of the satellite-derived value of nL, (Gordon, 1998; Eplee et al.,
2001; Wang and Gordon, 2002; Franz et al., 2007; Ahn et al.,2012; Ahn et al., 2015).

The vicarious calibration approach described here relies on the assumed constant aerosol
characteristics over the open-ocean sites to accurately estimate atmospheric radiances for the two
near-infrared (NIR) bands. The vicarious calibration of visible bands is performed using in situ
water-leaving radiance measurements and the satellite-estimated atmospheric radiance using two
NIR bands over the case-1 waters. These gain factors are independent of angular geometry and

possible temporal variability.

Collection @ kmou



Table 3. Statistics (mean and RMSE) of atmospheric correction’s validation

results for two types of waters with different bands (Ahn et al., 2012)

parameters 412nm  443nm  490nm  555nm  660nm  680nm
mean value of in situ nLw
. i) 1129 1475 1925 1775 480 421
i root mean square error 4 43 3 26 2 8 2 66 1 3 O 8
M ) . . 9 . 37 9
g .
mean ratio of 117 124 126 115 086  1.00
derived | in situ
o | meanvalueofinsitunlw |\ (oa o g9 496 089 0.89
§ (w/m”/um/sr)
= root mean square error
2 ) 274 232 207 126 053 037
o p
E mean ratio of 156 154 151 118 056 093
derived | in situ
g | meanvalueofinsitunlw | 309 1a0) 9542 2414 676 588
= (w/m”/um/sr)
E.. root mean square error
432 286 266 291 15 1.13
Z (w/m?/um/sr) ? 7
5 mean ratio of 090  1.04 110 104 083 088
derived | in situ

Further description of the initial GOCI atmospheric correction implemented in GDPS version 1.1
will be introduced in Chapter 2, and the improvements of the atmospheric correction developed by

this thesis and its validation will be described in Chapter 3 and Chapter 4, respectively.
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Chapter 2. Atmospheric correction for the GOCI data

2.1. Introduction

To retrieve colored water constituents such as chl, or suspended sediment concentrations by ocean
color remote sensing, accurate estimations of the water-leaving radiance or reflectance are required.
To extract the precise amount of radiance emerging from the ocean, atmospheric radiances due to
the molecular and aerosol scattering must be accurately retrieved from satellite-measured radiances.
Because these atmospheric radiances can account for more than 90% of the total satellite-measured
radiances, i.e., a 1% error in the atmospheric correction can cause more than 10% error in ocean
radiance estimations (Eplee et al., 2001).

Initial atmospheric correction algorithms for ocean color assumed that the ocean radiance is
negligible at the near-infrared(NIR) spectral range, implying that only atmospheric radiance remains
in these bands in what is known as the black pixel assumption (Gordon, 1978). This atmospheric
correction algorithm with its black pixel assumption methodology was initially developed for the
Coastal Zone Color Scanner (CZCS) by Gordon (1978) and Gordon and Clark (1983). This
algorithm is based on the single-scattering approximation for atmospheric particles. When the
aerosol optical thickness (AOT) is less than 0.1, this single-scattering-based estimation scheme is
approximately reasonable. For more general cases and better accuracy, improved atmospheric
correction applied by a multiple-scattering and per-pixel aerosol model was developed for the
SeaWiFS by Gordon and Wang (1994). The algorithm uses the single-scattering epsilon (SSE) that
is the ratio of the aerosol single-scattering reflectance between two wavelengths to select best-fit
aerosol models and to extrapolate aerosol single-scattering reflectance in VIS bands from NIR. In
the single-scattering domain, the aerosol reflectance has linear relationship to the AOT. Moreover,
the aerosol reflectance has linear inter-band relationship (i.e., linear SSE) for given aerosol model
and sun-sensor geometries. Thus, the single-scattering concept provides aerosol reflectance model

in analytic way.

- 10 -
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The first official GOCI atmospheric correction implemented in the GDPS version 1.1 is
theoretically based on the SeaWiFS atmospheric correction which relies on the SSE concept then
partially modified. It especially focuses on the turbid water NIR correction to considering
significant NIR water-leaving radiance in coastal region while the initial atmospheric correction is
developed based on the BPA in NIR. The GOCI coverage contains highly turbid water areas such as
the Yellow Sea, the East China Sea, and the coastal areas of the Korean peninsula. Then, the BPA
atmospheric correction over those regions will fail in retrieving the water-leaving radiance due to its
erroneous overestimation of aerosol radiance.

This first atmospheric correction method for GOCI has not considered effects of sun-glint effect

and directionality due to their relatively less contributions to R,s extraction.

2.2. Method

An atmospheric correction algorithm aims to retrieve the water reflectance (o) or remote-sensing
reflectance (R,s) from the total radiance recorded by a satellite ocean color sensor at the top-of-the-
atmosphere (TOA) by removing atmospheric path radiance. Contributors of atmospheric path
radiance at TOA level can be separately considered that are multiple scattering by air molecules
(Rayleigh scattering) in the absence of aerosols (Fig. 7 (a)), multiple scattering by aerosols in the
absence of air molecules(Fig. 7 (b)), and interactions between aerosols and molecules (Fig. 7 (c))
with considering not only radiances between sea surface and satellite but also Fresnel-reflected
atmospheric radiances at the air-sea interface. An atmospheric correction algorithm aims to retrieve
the water-leaving reflectance or remote-sensing reflectance (Fig. 7 (d)) from the total radiance

recorded by a satellite ocean color sensor by removing atmospheric path radiance.

11 -
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(a) Rayleigh scattering radiance
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Fig. 7. Contributors of the TOA radiance. (a) Multiply scattered radiance by air

molecules (Rayleigh scattering), (b) multiply scattered radiance by aerosols, (c)

radiance by interactions between air molecules and aerosols, (d) water-leaving

radiance that has to be retrieved eventually.

zero as shown in Fig. 8.

In addition to above, the process also corrects gaseous absorption, whitecap radiance, the
bidirectional effect by the anisotropic angular distribution of water-leaving radiances, and

water-leaving radiance at NIR wavelengths for turbid waters that initially assumed to be

In this section, the current status of the GOCI standard atmospheric correction algorithm
will be described which includes 1) gaseous absorption correction by ozone, 2) whitecap
radiance correction by wind stress at the sea level, 3) solar irradiance normalization, 4)
correction for molecular (Rayleigh) scattering with considering sea-surface roughness, 5)
enhanced cloud mask over turbid waters, 6) correction scheme for aerosol radiance or
reflectance based on SSE concept, 7) atmospheric transmittance estimation , and 8) near-

infrared water-leaving reflectance correction over turbid waters using empirical

-12 -
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relationships of water-leaving reflectances between red and two NIR bands.

( Start atmospheric correction )

l

/ GOCI L1B data

Gaseous absorption & whitecap correction
Lyou(2) =t (D) L2 (2)

Bl )= g g

Meteorological data (NCEP)
- Wind speed & direction

!

- Air-pressure
- Ozone concentration
- Water vapor concentration

Downward solar irradiance normalization
Prod(2) =7 [55,(2) c0s(6,) | Fy(2)

!

Remove Rayleigh reflectance
P:(2) = pros(2) = p, (2)

If p (865 nm) is
greater than the
“threshold x 2

Cloud mask I

Aerosol reflectance / Compute aerosol refl and 3 T 3
in two NIR bands transmittance in VIS bands / SN TV // SO 7% // i /
Pan(745 nm), (865 nm) / from two NIR bands re,re) 1), ') Pan(V1S)
Comp lint refl after
| Update aerosol reflectance in NIR I = tr ission through the at here
Compute water reflectance
in VIS and NIR bands

Compute bidirectional effect of
water reflectance

Does R, (NIR)

been changed
more than 1%

( End

Fig. 8. Flow chart describing the overall atmospheric correction process.

2.2.1. Correction for gaseous absorption and white cap

Atmospheric correction algorithms generally start with correcting the gaseous absorption and

white cap radiance emerged by wind stress at the sea level which can be predicted by

meteorological information that are ozone, water vapor concentration, and wind speed as

- 13 -
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A) — LTOA(A) - td:Lm(A)
£ (A (L)

oz oz

L5, 0

where Ltoa(4) is the TOA radiance observed by satellite at a wavelength A, L 1o is the TOA
radiance after the correction of white cap and gaseous absorption, and td", is the upward diffuse
transmittance by air molecules from the sea surface to the sensor. Terms #,. and ¢’,. are the
downward gaseous transmittance by ozone from the sun to the sea surface and upward gaseous
transmittance from the sea surface to the sensor, respectively. These ozone-absorptive

transmittances #,. and #',; can be computed by quasi-analytic model as

—7,.(A)

f.(A)=e ™, )
~,.(1)
n(A)=e™, €)

where 7,.(4) is the optical thickness of ozone, 6; is the solar zenith angle at the sea surface of the
target point, and 6 is the satellite zenith angle at the sea surface of the target point.

Whitecap reflectance can be simplified as a function of wind speed (Stramska and Petelski, 2003)
and wavelength (Frouin et al., 1996). In this study, the effect of gas transfer efficiency by
temperature is ignored due to its negligible contribution (Blanchard, 1971). The whitecap radiance

L, can be expressed as

1) x0.0000418 ~4.93)
L (2) = Fy(2)xcos 0, xid () x = x(ws =4.93)

we

(4)

4

where Fy is the extraterrestrial solar irradiance with considering sun-earth distance, & is the
downward diffuse transmittance by air molecules, and ¢, is the spectral correction function (Frouin

et al., 1996) for whitecap reflectance (i.e., 1.0, 1.0, 1.0, 1.0, 0.89, 0.89, 0.76, and 0.64 for

- 14 -
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wavelength 412, 443, 490, 555, 660, 680, 745, and 865 nm, respectively), and ws is the wind speed
at the sea level in m/s. Recent atmospheric correction methods use the predefined look-up table
(LUT) for the diffuse transmittance of the atmosphere with considering anisotropic oceanic
radiances. Moreover, a precise atmospheric correction requires not only air molecules but also
aerosols effect for diffuse transmittance. However, quasi-analytical model for Rayleigh diffuse
transmittance is enough for the whitecap radiance estimation, because whitecap radiance has near
isotropic angular distribution for water-leaving radiance field and residual whitecap radiance by
omitted aerosol diffuse transmittance will be corrected as maritime aerosol radiance (Gordon and

Wang, 1994)

2.2.2. Solar irradiance normalization

The next step subsequent to the correction of gaseous absorption and whitecap correction is the
solar irradiance normalization that is converting the TOA radiance into the TOA reflectance (proa)

as

L ()
A{ £ TOA , 5
Pror (1) F,(A)cos(6;) ©)
F(A)=1,(A)xc.(d,), (6)

where 6, is the solar zenith angle. The term fy is the extraterrestrial solar irradiance without
considering sun-earth distance. Terms c;.. and d, are the sun-earth distance coefficient and day of
year.

A full scene of GOCI is consisted by 16 sub-images (and is called as slots) that is obtained by step
and stare method. Each slot is consisted by 8 band subsequently and band sequence is 660 nm
(B5)— 555 nm (B4)— 745 nm (B7)— 443 nm (B2)— 680 nm (B6)— 412 nm (B1)— 865 nm

(B8)— 490 nm (B3) (Fig. 13). Therefore, each band and each slot are obtained in different time,
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thus the time differences by introducing solar angles changes while compute the geometries should
be considered.
After converting to the reflectance, the TOA reflectance can be divided by following contributions

as

Proa(A) = p(A) +p, (M) +p,,(A) + 18" (D) 1g" () p, +td" (M) 1d"(A) p,, (1) ™)

where p, is the multiple scattering by air molecules (Rayleigh scattering) in the absence of aerosols,
pa 1s the multiple scattering by aerosols in the absence of air molecules, p,, is the light interaction
between air molecules and aerosols. Terms fg’ and #g” are the total upward and downward direct
transmittances including both the aerosols and the air molecules. Terms ¢ and td” are the total
upward and downward diffuse transmittances including both the aerosols and the air molecules. The
term py» is the water reflectance at sea surface in the absence of atmosphere. The term py is the sun-
glint reflectance that is spectrally independent. However, the sun-glint has been omitted due to its

relatively small contribution in GOCI sun-sensor geometries.
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» ~20 to 40 sec

Fig. 9. Temporal sequence of each band and slot acquisition.
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2.2.3. Correction for molecular (Rayleigh) scattering

Rayleigh scattering (p.) takes the major quantitative part of the atmospheric reflectance
(Wang, 2016). It can be horizontally fluctuated within a few percent by the air pressure
changing, different geometries, and wind field distribution at the sea surface level. By the
radiative transfer simulation, the Rayleigh component can be predicted less than one
percent of error (Gordon et al., 1988; Gordon and Wang, 1992; Wang, 2002, 2016).

It is computationally intensive to directly calculate each pixel’s Rayleigh reflectance.
Thus, interpolated data from a pre-computed values from radiative transfer simulation is
generally employed (Wang, 2003) for the Rayleigh correction. Four-dimensional lookup
table is established for the most dominant parameters that are solar zenith angle, sensor
zenith angle, relative azimuth angle, and wind. 6SV version 1 radiative transfer code and
US Standard 62 atmospheric composition and profile model (McClatchey et al., 1971) are
used for the simulation.

Subsequently, following model for the correction of air-pressure effect (Wang, 2005) is

used as,
1.0 —coef, (A)xt" (Ac, xm™
_ latm .
p,(A,c,)=p, " (A)x 1.0\ oo G G ()
where
coef, (1) =—{0.6543-1.608 x7, (A)}+{0.8192 ~1.2541x 7, (A)} xlog(m"" ), (9)
7 (Re,) =] T () x|, (10)
' g ' 1013.25
. 1.0 1.0
m"(0,,0,) = + ; (1)
‘ cos@  cosO,
where p,"*™ and 7, are the preliminary computed Rayleigh scattering reflectance and optical

thickness (Bodhaine et al., 1999) for 1 atmospheric pressure (i.e., 1013.25 mb). The term
17 -
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¢p 1s the air pressure in mb.

0.04 0.00

Fig. 10. An example of Rayleigh reflectance correction (2013/08/13, 03:16 UTC). (Left)
Rayleigh reflectance at 555 nm. (Right) Rayleigh corrected reflectance (proa- pr) at 555 nm.

Figure 10 is an example result of Rayleigh reflectance correction used for the GOCI standard

atmospheric correction in 2013/08/ 13 03:16 UTC.

2.2.4. Cloud mask

Earlier studies, the cloud mask had accounted for only the high aerosol optical thickness (AOT) or
clouds. In this cases, the simplest way of detecting clouds or high AOT is the use of a pro4(NIR) -
p+(NIR) threshold, with the underlying assumption that relatively high absorbance of water at NIR
wavelengths. However, since the ocean color remote sensing had been considered in turbid coastal
waters, those masks over turbid waters should also be considered (Wang and Shi, 2006). For highly
turbid waters, the ocean has a considerable reflectance by the backscattering of suspended sediment.
Thus use a threshold of a band’s reflectance over turbid waters can be failed. To separate turbid
water and a high AOT, it is needed to use multiple bands. In this study, the scheme used two NIR
bands’ (745 nm and 865 nm) slope and threshold of pro4(NIR) - p(NIR) value of the GOCI based
on the theory of water’s absorption always make two NIR wavelengths’ slope higher than the

aerosol’s slope, and these threshold values were decided by a simple test based method. It can be
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approximated that reflectance ratio of ocean’s two NIR bands’ is always same (Ruddick et al., 2006)
and give constraint that aerosol’s slope range is around 0.9 to 1.2 from the assumption of aerosol
types are only the oceanic or maritime. Selected pixels by threshold are applied to around 3x3 pixels
due to the removal of sparkles that coming from the cloud’s movement during band change. The

result of this masking method is shown in the Fig. 11.

128°15E 133

Fig. 11. An example result of cloud masking for both clear and turbid waters
(2011/04/05 03:16 UTC). Left image is Rayleigh corrected reflectance at 865 nm and

right image is result of cloud screening.

2.2.5. Aerosol multiple-scattering reflectance correction based on the SSE

The SSE aerosol correction scheme uses the aerosol multiple-scattering reflectances in presence of
air molecules (o« + o , hereafter it will be denoted as p.») in two NIR bands as p.» (NIRs1) = proa
(NIRsL) — p- (NIRs) using the BPA. The sensor-measured aerosol reflectance values in the two
NIR bands p.m(NIR) are used to select the two closest aerosol models and determine the
corresponding weighting factor. In the process, the observed p.»(NIR) values are first converted to
the aerosol single-scattering reflectance pus (M;, NIR) using the following fourth-order polynomial

relationship which is empirical (Wang and Gordon, 1994; Gordon and Wang, 1994):
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4
pas (Mi’z” 9,\"9»”¢Sv) = Zan (Mi’z” 9,\"9»”¢Sv)pam (z’)n’ (12)

n=1
where a, is the polynomial coefficient stored in the look-up tables for the i candidate aerosol
model (M), solar zenith angle (6;), sensor zenith angle (6,), and relative azimuth angle (¢;,). The

Pas(M;, NIR) values are used to calculate the epsilon value (¢) for selecting the aerosol models:

&M, 4,2,,0.,0,,9 )=p, (M,2,60.,0,,9.)/ p (M,2,0.0,.0.,). (13)

Theoretically, each model M; has its own AOT-independent SSE value (&) for a specific
geometry. The scheme selects two appropriate aerosol models M and My by comparing each
model’s &”(M;, NIRs, NIRy) with the average epsilon value (¢ “**) of the candidate aerosol models’
&(M;, NIRs, NIRy) with assuming that multiple-scattering effects for any given model are nearly

same in NIR(Gordon and Wang, 1994), i.e.:
e” (M, ,NIRy, NIR, )< e™(NIR, NIR )< &” (M, NIR, NIR ), (14-1)

N
£™(NIRg, NIR, ) = N™'> " &(M,,NIR,NIR ). (14-2)

i=1
Then, the weighting factor w* of the two contributing aerosols (M and Mp) is estimated from the

following two equations:

o g™ (M, NIRg, NIR, ) —&™“(NIRg, NIR )
Wit =—o = » and (15-1)
£ (M,,NIR,, NIR, )—"*(M,,NIR, NIR , )
whn =1—w'" (15-2)
Having derived the values for My, My, w"™, and w*", the aerosol multiple-scattering reflectances

(pam) in the VIS bands are estimated using the two selected aerosol models through the inversion of

Eq. (12):

4 4
pam(ﬂ’) = WML zbn(ML’A” es’ev’¢w)pas (ML’A’)n + WMH an(MH’A” es’ev’¢sv)pas (MH’A’)n 2
n=1 n=1
(16)
where b, is the polynomial coefficient for the respective M;, 6;, 8,, and ¢s,.

Although directly applying the weighting factors in the multiple-scattering domain which is
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computed in single-scattering space is not an exact solution, estimating the p.»(A) values in this way
provides a reasonable approximation because the relationships between the single-scattering and
multiple-scattering of aerosols are near linear. The p..(A) values synthesized in this way are a
reasonable approximation with an error of + 0.002% and explained some success with SeaWiFS
(Gordon and Wang, 1994; Wang and Gordon, 1994).

Overall scheme of the SeaWiFS aerosol correction method is summarized in Fig. 12.
Start aerosol reflectance computation
after p, correction
¥
{ Pan(NIRy) /

Pan(NIRs)
Convert p,,(NIRy) to pas(M;, NIRy)
for N number of aerosol models A/, ,

Convert p,,,(NIRg) to pss(M;, NIR)
for N number of aerosol models M,

Eq. (12)

Eq. (12)

&(M,, NIRg, NIR;)

(M, NIRg, NIR,)

&(My, NIRg, NIR,) / / &(My, NIRg, NIR;)

Average of all € (M;, NIRg, NIR;), then find four-closest aerosol models,

Eqs.(13, 14-1,14-2)
I I
) )
/ £ (NIRg, NIR; ) / / £MH(NIR, NIR;) /

Solve aerosol mixing ratio w*s and w, Egs.(15-1, 15-2)
v

Compute pgs(My, VIS) and p,s(My, VIS)
with & (Mg, VIS, NIR;) and &(My, VIS, NIRy),
Eq.(13)

v

Estimate p,,,(VIS) by using
w and the p,(M;, VIS) versus p,,(VIS) relationship, Eq.(16)

Pan(VIS)

End

C )

Fig. 12. Scheme of the p..(VIS) estimation used by SeaWiFS and initial
GOCI atmospheric correction (Gordon and Wang, 1994; Wang and
Gordon, 19941 Ahn et al., 2012). The method uses the relationship

between single-scattering and multiple-scattering aerosol reflectance to

select optimum aerosol models.
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2.2.6. Correction for atmospheric diffuse transmittance

The diffuse transmittances from the sun to the surface (¢/d°) and from the surface to the sensor #d"
used for general ocean surface reflectance terms are consisted by air molecules term and aerosol
term, i.e.,

td*(A)=td’(A)xtd,(L)xtd) (L), (17-1)

td'(A)=td(A)xtd)(A)xtd) (L), (17-2)
where d,.(4) is diffuse transmittance air molecules (in the absence of aerosol) and td.(1)xtd.(4) is
diffuse transmittance of aerosols in the presence of air molecules.

These can be estimated by analytic models with single-scattering approximation (Gordon et al.,

1983) as,
5(A)
(1) = %), (18-1)
—7,(4)
d’ () = e %) (18-2)
[—{l—wa(/wn(/l)}xra(/l)}
Wd>(A) xtd! (M) =e 0os(6,] , (19-1)
{—{l—wau)n(z)}xrau)}
tds (A) xtdS(A) = e gy , (19-2)

where term 7,(A) is optical thickness of aerosols and #(4) is forward scattering probability of

aerosols.

2.2.7. Correction for near-infrared water reflectance over turbid waters

For the majority of the open ocean, the general atmospheric correction method (Wang and Gordon,
1994; Gordon and Wang, 1994; Fukushima et al., 1998; Antoine and Morel, 1999) estimates
pa(NIR)+p,«(NIR) by the black pixel assumption (i.e., p,(NIR) = 0). In more turbid coastal waters,
the black pixel assumption (BPA) is invalidated by the enhanced contributions due to suspended
particles in the water (Hu et al., 2000; Ruddick et al., 2000; Siegel et al., 2000; Stumpf et al., 2003;
Wang and Shi, 2007; Wang et al, 2012; Ahn et al., 2012; Goyen et al., 2013a, 2013b). This demands
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an exact separation between p,(NIR) and p,(NIR)+p,«(NIR) in the process of atmospheric correction.
As shown in Fig. 11, the GOCI standard atmospheric correction algorithm iteratively subtracts
water reflectance p,(NIR) estimated by the model from the proa(NIR)-p(NIR). To estimate p,(NIR),
Ahn et al. (2012) suggested an empirical relationship of water reflectance between the red and two

NIR bands (Eq. 33 and Eq. 34) (Ruddick et al., 2006),

4

Pon(745 nm) =3 j.p,,, (660 nm)" , (20)
n=1

P, (865 1m) = p, (745 1m)/1.936. @1)

The relationship between p,,(745 nm) and p,.,(680 nm) instead of p,,(660 nm) can also be used.
However, p,..,(680 nm) is not considered in this study, since the effect of GOCI’s inter-slot-
radiometric-discrepancy (ISRD) is more prominent at 680 nm than at 660 nm (Kim et al., 2015).

Fig. 13 is summarizing the iterative scheme for turbid water NIR correction as a flow chart.

Input p7o,,(NIR)-p,(NIR)
Initial values of both p,,(745 nm) and p,,(865 nm) are 0

¥

Derive p,(NIR)+p,,(NIR) from iteratively resulted p, (NIR) |
PNIRY40,,(NIR)= p0,(NIR)-p, (NIR)-aP(NIR)p,, (NIR)

v

Estimate p,,,,(660 nm) from the Atmospheric Correction
with p,(NIR)+p,,(NIR)

v

Compute p, (745 nm) & p,(865 nm) using p,,,,(660 nm)
from Eqgs. (20,21)

Iteratively update t@*(NIR)p, (NIR)

If p,,(NIR) changed less than 1%
or
Iterations exceeded the max value

/ Output Results /

Fig. 13. Flow chart of the turbid water p,..(NIR) correction scheme for
the GOCI standard atmospheric correction (Ahn et al., 2012, 2015).
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2.3. Conclusion

This chapter has described the initial GOCI standard atmospheric correction schemes
implemented in GDPS version 1.1 (Ahn et al., 2012) in detail. This GOCI atmospheric correction
algorithm was developed based on the SeaWiFS algorithms because the SeaWiFS algorithm has
used most widely and SeaWiFS bands’ characteristics are similar to GOCI sensor. The turbid water
NIR correction model for GOCI algorithm uses spectral relationship of water reflectance between
red band and two NIR bands (Ahn et al., 2012) while the SeaWiFS algorithm uses biogenic ocean
color model (Bailey et al., 2010). This first GOCI atmospheric correction has omitted the
bidirectional effect correction and sun-glint effect correction due to their relatively small
contributions to the atmospheric correction system. Differences of two algorithms are summarized

in Table 4.

Table 4. Comparison of the SeaWiFS atmospheric correction algorithm with the GOCI algorithm

SeaWiFS algorithm (NASA standard) GOCI algorithm (GDPS ver. 1.1)
Aerosol Using SSE (Gordon and Wang, 1994;  Using SSE (Gordon and Wang,
correction method Wang and Gordon, 1994) 1994; Wang and Gordon, 1994)
4% order spectral relationship of
water reflectance between 660 and

Z(tlrrrzicdtig;ter NIR aBllogzge(:)Iil(c):)ocean T L 745 nm, and linear relationship
? between 745 and 865 nm (Ahn et
al., 2012)
Sun-gli_nt Wind field dependent - correction Omitted
correction model (Cox and Munk, 1954)

Radiative-sransfer-simulation-based

. S . . Analytic model without considerin
model with considering anisotropic yt B

hamonplers. water rflectance angular disibuion (1R RO L RO
(Yang and Gordon, 1997; Wang, 1983) ’
1999)
In-water bidirectional effect
o correction model (Morel et al., 2002),
Bidirectional

and air-sea interface bidirectional Omitted
effect correction model (Franz et al.,
2003)

effect correction
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Chapter 3. Algorithm updates and vicarious calibration for the

GOCI atmospheric correction

3.1. Backgrounds

The first GOCI atmospheric correction algorithm introduced in Chapter 2 has been developed
theoretically based on the SeaWiFS atmospheric correction approach (Gordon and Wang, 1994)
because the SeaWiFS algorithm has been most widely used in ocean color community with efforts
for verifications, and GOCI has a similar spectral band design with SeaWiFS. Compared to
SeaWiFS algorithm, This GOCI algorithm includes different NIR correction model for turbid water
using spectral reflectance relationship between red and two NIR bands. In the process, the modeled
NIR water reflectance is iteratively updated by red band water reflectance resulted by the
atmospheric correction (Ahn et al., 2012). This GOCI algorithm has been modified through the
GDPS update since version 1.1.

This chapter describes updated-items of the GOCI atmospheric algorithm developed by this thesis.
The updates includes the water-vapor gaseous absorption, sun-glint correction, Rayleigh reflectance
correction, aerosol reflectance correction, bidirectional effect of water reflectance correction,
atmospheric transmittance correction with considering anisotropic angular distribution of water
reflectance, and adjustment of turbid water NIR correction model. Additionally, vicarious
calibration is applied to enhance agreement between GOCI atmospheric correction system and the
observation.

The updates especially focuses on the alternative correction method for multiple-scattering aerosol
reflectance (Ahn et al., 2016) to avoid uncertainties from multiple-scattering to single-scattering
conversion and determining the appropriate acrosol model and their contribution quantities in the
Gordon and Wang (1994) process.

Validations for the first GOCI atmospheric correction algorithm has shown encouraged result for

turbid waters, however validations for relatively clear water has shown considerable errors due to a
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lack of vicarious calibration (Ahn et al., 2012; Moon et al., 2012). In the thesis, the vicarious
calibration approach based Franz et al. (2007) is applied to the GOCI atmospheric correction system

following the atmospheric correction algorithm updates.

3.2. Updates to the initial GOCI atmospheric correction algorithm
3.2.1. Correction for the water vapor absorption

Meanwhile, the effect of water vapor absorption for correction of gaseous absorption in the GOCI
algorithm has been ignored, because GOCI bands are designed to avoid the absorption spectra.
Recently revised investigation has showed that water vapor absorption effect on GOCI bands 660,
745, and 865 nm for large zenith angles can be significant (Fig. 15) due to the absorption spectrum

crossing in the out of band response range (Fig. 14).

R normalized water vapor absroption coefficient
= R B
508 ¢ 1 F A |
& SRy g
(5] h '\ ' 4 .
o | s ' H 3 s
o 1 1 ': ! y i
8061 P ? e
E' i g l: ,g A c
S PR~ : "
204181 ® a &
= r 48 i
o] ' i !
N '
s i
£0.2 1 i
— HE i
o £ :
Z o
0 AP T _ ettt T e e T
650 700 750 800 850 900

wavelength (nm)
Fig. 14. Water vapor and oxygen absorption spectra in red and NIR bands. Both the

oxygen and water vapor absorption spectrum are overlapped in the range of out-of-band
responses.

For the correction, 2™ order polynomial relationship between In{-In(wv)} and In{(1/cos Os+1/cos

6,) Xwv} is used contrariwise method for SeaWiFS, MODIS, and VIIRS uses linear relationship
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(Vermeulen, SeaWiFS Data Analysis System source code), then a simple estimating model for water
vapor absorption (i.e., tw = £w*t"w) at the TOA level is developed using the radiative transfer

simulation (Fig. 16) as

‘ 2 wy wy
t (A)=¢ (M) (A)= - | + ’ @2)
Wy ( ) wy ( ) wy ( ) eXp eXp an ; n[COS QS COS 9‘, ]

where wv is the water vapor concentration in g/cm? Terms a, are the coefficients for the correction
model and is tabulated in the Table 5, and verification of the correction model is represented in
Fig.17. For the simulation, the Second Simulation of a Satellite Signal in the Solar Spectrum, Vector
(6SV), version 1 (Vermote et al., 2006) was used with assuming that the water vapor vertical profile

is following the US standard 62 model (McClatchey et al., 1971).

- - ) X

£ E E

o - £

) 4 8 .

N \
3 c £ 097 1 water vapor (g/m?) \
£ é i \

096 +—0—1—2—3—4

095+ -5-—-6-—7 8-—9

0 30 60 90 0 30 60 90 0 30 60 90
zenith angle (°) zenith angle (°) zenith angle (°)

Fig. 15. Radiative transfer simulation (6SV version 2.1) results for the gaseous
transmittance of water vapor absorption at 660, 745, and 865 nm with water vapor

concentration ranging from 0 to 9 g/cm? and solar or sensor zenith angle ranging from 0

o

to 85°.

-2 > 1 -2
3 660 nm - 745 nm L 865 nm
Z : = -0.0568x% 225x - 5.5653 - E N
& o1 Vs si-a e 21 o 0.0494¢ + 1.0039x - 53522 o 1 y=-00243% + 08816x - 63173 a7
g 3 4
T4
< 4 5
5
2
: 5 6
£

6 6 7

-1 0 1 2 3 4 8 1 0 4 5 -1 0 1 3 4 5

1 2 2
In{-In(tw)} In{-In(tw)} In{-In(twv)}

Fig. 16. The 2" order polynomial relationships between In{-In(wv)} and
In{(1/cosOs+1/cosh,)xwv} for 660, 745, and 865 nm.
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tw (660 nm) estimated by 6sv

0.98

0.96

0.94

0.92

0.9

0.88

660 nm
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tw (660 nm) estimated bymodel

1

we (745 nm) estimated by 6sv

b

745 nm
0.98

0.96
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tw (865 nm) estimated by 6sv

1.01

0.99

0.98

0.97

0.96

0.94

865 nm
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tw (865 nm) estimated by model

1.01

Fig. 17. Verification results of the established water vapor correction model with simulations.

Table 5. Derived coefficients for the water vapor absorption model.

ao a a
660 nm -5.5653 1.0225 -0.0568
745 nm -5.3522 1.0039 -0.0494
865 nm -6.3173 0.8816 -0.0243

3.2.2 Sun-glint correction

Sun-glint is the specular reflectance of sunlight at the roughened sea surface. The effect has been
omitted for the GOCI atmospheric correction initially because the sun-glint effect is relatively small
for GOCI sun-sensor geometries. Nevertheless sun-glint effect in GOCI data is less than other polar
orbit sensors, a small direct reflectance of sunlight by ocean surface can cause a considerable error
in the southern part of GOCI imagery during summer season because the sun light itself is still
relatively massive. Generally, the model of Cox & Munk (1954) is used to remove the sun-glint
effect pg, and denoted as equation (23) where o is the specular reflection angle, 8, is reflected
direction and p(z,, z,) is the probability distribution of facet slopes that depends on the wind speed

and direction.

n f(w,A)p(z,.2,)

4cos0, cosB cos' O,

>

g (23)

where €0s2@ =cos0, cos, +sinb, sinf, cos(@, —¢,),

cosf, +cosO,

cosf =
" 2CoS® 24)
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Fig. 18 is an example image of sun-glint reflectance for an GOCI scene in 2013/08/13 03:16 UTC.

40°N

NoSE

30°N
N.O¢

25°N
NoSZ

Ty A TR o
0.0000 =e——— 4|- e 0.0001

120°E 125% 130°E 135°E 140°E

Fig. 18. An example of sun-glint reflectance (2013/08/13 03:16 UTC) estimated by
Cox & Munk (1954).

3.2.3. Considering gravity effect for the Rayleigh scattering

The reflectance from the air-molecules (Rayleigh scattering reflectance) takes the largest part of
atmospheric reflectance. It contributes about 70~90% of TOA reflectance in blue bands. Therefore,
the atmospheric correction accuracy performance is sensitive to the Rayleigh scattering reflectance
computation. A recent study has shown that the Rayleigh reflectance can be changed by gravity for
the same air-pressure because Rayleigh optical thickness is in inverse proportion to gravity

controlled by latitude and altitude changes (Bodhaine et al., 1999). The gravity (G) has maximum
-29 .
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value in pole, and minimum value in equator due to the rotation of earth and the sea surface gravity

can be expressed as (Fig.19),

G =980.616 x {1 —0.0026373cos(2L) + 0.0000059 cosz(2L)} (25)

where L is the latitude in radian.

984
983 e
EN
L8l
3
=
I T 2000 m
- ——3000 M
977 1 2wom

976

0 10 20 30 40 50 60 70 80 90
latitude (°)

Fig. 19. Earth gravity for various latitudes and altitudes (Bodhain et al.,
1999). The gravity at the surface (0 m altitude) is varied ~0.53% with
depending on the latitude.

After applying the gravity correction of Rayleigh optical thickness into equation (10), sensitivity
test for the R, retrieval can be changed up to ~3% for GOCI observation area and up to ~5% for

polar orbit sensors.

3.2.4. Correction for the multiple scattering by aerosols - SRAMS

The SSE aerosol correction scheme (Gordon and Wang, 1994; Wang and Gordon, 1994) has been
widely adopted for not only the GOCI and SeaWiFS but also the Moderate Resolution Imaging
Spectroradiometer (MODIS), the Visible Infrared Imaging Radiometer Suite (VIIRS), and the
Global Imager (GLI) (Toratani et al., 2007). However, the aerosol correction approach based on the
SSE has several issues regarding the determination of appropriate aerosol models and their fraction
(Ahn et al., 2016; Ahmad and Franz, 2016). In the process, the two most appropriate aerosol models
and their mixture ratio (i.e., weighting factor) are determined by comparison of the average SSE in

NIR for all candidate aerosol models with assuming that multiple- to single-scattering conversion is
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not sensitive to aerosol models in NIR. It implies that all candidate models contribute to the model
selection process although some of them are not really part of any cause. And the linear weighting
factor computed in the single-scattering domain is directly used in the multiple-scattering domain to
be used for extrapolation to the visible bands. Therefore, the estimated aerosol reflectances of the
two models do not add up to the observed aerosol reflectance in NIR, and it may cause some
residual errors. These irrelevant models can erroneously effect the mixture ratio of two appropriate
models with inducing residual errors that will be amplified during the aerosol reflectance
extrapolation from NIR to VIS wavelengths.

This section describes an alternative aerosol correction scheme for GOCI atmospheric correction
that estimates reflectance fraction of the two models in the multiple-scattering domain directly,
without going through the single-scattering domain to select appropriate aerosol models and the
spectral extrapolation of their reflectances from NIR to VIS bands. Spectral relationships of aerosol
multiple-scattering reflectance (and is named SRAMS) between several wavelengths can be
established with polynomial functions while aerosol optical thickness (z,) changes for i candidate
aerosol model (M), 6,, 6, and ¢, (maritime example for GOCI 8 bands is shown in Fig. 20) (Ahn et

al., 2016) as

D
pi\ﬁ:d(Mi’lz) I ch(Mi’ﬂ'l’}?’ex’gv’¢sv)pam (A‘l)n’ s (26)
n=1

where D is the degree of the polynomial, pMod(As;, 1) is the theoretically computed pun(4) for the
considered model M;, geometries and band pairs. The term c¢, represents the constants of the
polynomial equation stored in the look-up table (LUT) for each model M, 6, 6,, and ¢,,. For all
cases, the mean correlation coefficient is close to unity, and the mean absolute error in pux(412 nm)
is <0.0002 for general solar-sensor geometries (1/cos 6; + 1/cos 6, < 5.0). The established
polynomial relationships corresponding to various GOCI spectral responses (412, 443, 490, 555,
660, 680, 745, and 865 nm) are listed in Table 6. For the correlation test, simulations were carried
out for 7, from 0.05-0.45 in steps of 0.05 at 865 nm, &s from 0—75° in steps of 25°, 6, from 0-60° in
steps of 20°, and ¢y, from 0—180° in steps of 15° using Shettle and Fenn (1979) aerosol models the
oceanic model with relative humidity (RH) 99% (this model has the smallest spectral slope
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compared with the other candidate aerosol models), the maritime model with RH 50, and the
tropospheric model with RH 50 (this model has the greatest spectral slope compared with the other
candidate aerosol models) that will be used for parts of candidate aerosol models in aerosol

selection process.

Table 6. Summary of the spectral relationships for various GOCI bands.

A1 (nm) 865 745 745 745 555 555 555
2 (nm) 745 680 660 555 490 430 412
D 2 3 3 4 4 4 4

Min. R? 0.9998 1.0000 1.0000 1.0000 0.9999 1.0000 1.0000

(a) | Maritime, relative humidity 50% aerosol (b)oz Maritime, relative humidity 50% aerosol

0s: 60°, 0,3 40°, ¢: 40° 6,: 60°, 6,7 40°, §: 40° 0
3 P
01 faa—aA—a— o 0.15
§ 5
. g—e—e—e\ee_e“e Qo1

0.05 —&— 865vs. 745 nm

—6—0.01 —0.03 ~#-005 ~6-0.1 - ©~ 745vs. 555nm
=03 —A—05%, ~E-12
0.0001 0

400 500 600 700 800 900 0 0.05 0.1 0.15 0.2
wavelength (nm) Pam

7,(865 nm)

4+ 555vs. 412 nm

Fig. 20 (a) Spectral dependence of p.. for a range of aerosol optical depth z, (865)
from 0.01 to 1.2 for the maritime aerosol model with RH = 50% and solar-sensor
geometries 6=60°, 6,=40°, ¢, =40°. (b) Spectral relationships between aerosol
multiple-scattering reflectances at several wavelengths for the same aerosol

model and solar-sensor geometries.

To estimates pa(VIS) with using the SRAMS explained above, the process first computes the
pflwn‘l (NIRs) (Eq.26) for all aerosol models, then find two closest models M; and My by comparison

of the p,»(NIRs) from observation to pM99(M;, NIRs) from candidates as
pued(M,NIRg) < p,, (NIR) < ped (M, ,NIR ). (27)

Therefore, two aerosol models, Mi and My, contribute to p.m(NIRs):

2
pam(NIRS) = ch(MH’Z”Qs’0v’¢sv)|:WMHpam(NIRL):|
n=1
(28)

+icnmwﬂ,eq,ev,qiw)[wMLpam(NIRL)]
n=1

-32 -

Collection @ kmou



Then the weighting factor w** can be computed by solving the following quadratic formula,

A(w )+ B(w) +C =0, o1

where

CZ(ML’A”QS’QV’¢SV)}

A= NIR, )’
pam( L) {+62(MH7A’QY’9"’¢‘Y")

CI(MH’A” 9S79v’¢sv)
B=p,,(NIR)3-¢,(M,,2,6,,0,.4,) ) (29-2)
_262 (ML > A” QS ’ Qv s ¢sv )pam (NIRL )

CI(ML7A’70S’QV’¢SV)

— NIR,).
+CZ(ML’Z”9S79v’¢sv)pam(NIRL)} pam( S)

C = pam(NIRL){

Using the above equations, the SRAMS method solves the reflectance fraction (w) for the
combination of pum(NIRL) (i.e., pam(NIRL) = WMt pMod(pf NIRp)+ w*™ pMod(Agy, NIRy), Eq. (28))
and therefore does not produce any residual errors.

Hence, it can be extrapolated pu»(VIS) with the known aerosol models (M: and My) and their

reflectance fractions (WL and w'") as following

D
Pan(B) = D¢, (Myy,2,0,,0,,6,)[ W' pie (M, 4,) |

n=1
b n (30)

My od
+ch(ML’/l’0S’9v’¢sv)|:(l_W )psﬁq (ML’}"I):| .
n=1

Finally, the desired p.(4) can be derived with known quantities p, (1) and pa. (1), and t;" (6, 4).
For this study, following nine aerosol models based on the Shettle and Fenn (1979) is used as

candidates, an oceanic model with relative humidity (RH) 99% (099), maritime models with RH 50,

70, 90, and 95% (M50, M70, M90, and M95), coastal models with RH 50 and 70% (C50 and C70),
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tropospheric models with RH 50 and 80% (T50 and T80). From above models, O99 has the lowest
spectral slope due to the largest particle size (a mixture of accumulate-mode mean radius 0.995 um
and coarse-mode mean radius 8.59 um), and T50 has the highest spectral slope due to smallest
particle size (mean radius 0.0275 um).

The overall process for the pu.(VIS) estimation using the SRAMS is summarized as a flow chart

Start aerosol reflectance computation
after p, correction
l
v 1 ;
/ pam(NIRL) / / pam(NIRS) /
!

Compute pMod (A, , NIRg) for N number of aerosol models M,
Eq.(26)

in Fig. 21.

1
[ 1]

P%gd (M, NIRg) Pg[ngd (My, NIRs)

A
P (M, NIRs) / / P (Mg, NIR9)
Select two-closest aerosol models M; and My, Eq.(27)

[ e ] s ]

Solve the aerosol mixing ratio w*t and w*s for Eq.(28)
and Egs.(29-1, 29-2)

!

Estimate p,,,,(VIS) by using spectral relationships between p,,,(4,) and p,,,(4,)
Eq.(30)

¥

/ Pan(V1S) /
!

Fig. 21. Flow chart describing the process of SRAMS approach
for estimating pan(VIS) from pum(NIR)
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3.2.5. Correction for bidirectional effects of water reflectance

Angular dependence of R,s or nL,, is initially ignored for GOCI atmospheric correction because
the bidirectional effect is normally less contributed compared with other atmospheric correction
schemes (Ahn et al., 2012). When zenith angles become large (i.e., high airmass), however, this

bidirectional effect (cgr) can be significant, thus the R,, varies more than £10% as figure 22.

[ o8]
w

60

O Airmass: 2.3 Airmass: 2.3
< 50
@ Relative azimuth angle ~ 20 1 Relative azimuiiangle ]
< 40 A 030° @90° @150° S B830° @9%° @150°
= E T
£ 30 1 <
b § 10 F-----rmmmmmm e
4 20 =
‘\<'f O

10 St pm

0 | 0= : o | -

0.1 0.5 1 5 10 0.1 0.5 1 5 10
Chl-a concentration (mg/m?) Chl-a concentration (mg/m?)

Fig. 22. Impacts of bidirectional effect on level-2 product, R(555 nm) and Chl,.

The bidirectional effect correction factor can be emerged by two major factors, one is the
underwater contributions (f/ Q) by volumetric phase function of suspended particles (e.g.,
phytoplankton, inorganic suspended matters, detritus, etc.) and the other is Fresnel transmittance (R)
at the air-sea interface (i,e., cgr = R f/Q). In the case of the lower zenith angle, the effects are
dominated by the underwater constitutes. In contrast the higher zenith angle case, the directionality
is more affected by the sea surface’s Fresnel effect (Park and Ruddick, 2005).

The Fresnel transmittance term R can be separately considered into downward transmittance

R, and upward transmittance R, as,

R=RNR , (31)
R =Ed" /Ed"™, (32)
R =Eu" | Eu", (33)
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where Ed* and Ed°* are the downward irradiance respectively just beneath the water and just above
the water. And terms Eu®" and Eu’ are upward irradiance respectively just above the water and just
beneath the water. The upward Fresnel transmittance coefficient R, is the function of viewing zenith
angle and sea surface roughness by wind stress. For ocean color applications, the R, can be
simplified with assuming wind speed is zero at the surface level then it can be modeled (Franz et al.,

2007) as

. 21
R (0,) = 22795218 (34)
1.0-2,(6,)
0, =29, (39)
1,(6,)

where #,(6,) is the Fresnel transmittance of air-sea interface.
For the downward Fresnel transmittance coefficient Ry, Wang (2006) suggested a sun-angle and

wind-speed dependent ‘R, correction model as Eq. 36,

iR“‘ (A’a“ ZO’WZO) _ : R i
(Lo Tt e n(eost,)] (36)

where ¢ is constants of 4™ order polynomial model.

In this study, ¢;® values were derived from the successive-order-of-scattering simulation including
polarization for SeaWiFS VIS bands (i.e., 412, 443, 490, 510, 555, and 670 nm). These coefficients
were readjusted according to GOCI bands characteristics (Ahn et al., 2015). Here, a three-step
strategy was employed wherein the model for all simulation cases with given coefficients were first
solved, then generated hyper-spectral values for each case by the spectral linear interpolation, and
finally updated the correlation coefficients for GOCI bands by the least mean square error method

as provided in Table 7.
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Table 7. Adjusted coefficients (Eq.(47)) for GOCI bands (Wang,2006; Ahn et al., 2015).

4 (nm) W (m/s) ci® (4, W) R (A, W) R (4 W) ca® (4, W)

412 0.0 -8.70x107 6.38x10? -3.79x107 -3.11x1072
1.9 -1.10x10° 9.26x10? -5.30x10"* -2.05x10
7.5 6.80x10 1.15x107! 6.49x10? 6.50x1073
16.9 -8.80x107 6.97x10? 4.24x10 4.70x107
30.0 -8.10x107 4.82x107 2.90x10 2.90x107
443 0.0 -1.22x107 4.15x107 -7.80x10 -4.27x107
1.9 -3.70x103 7.46x102 -3.71x107 -3.25x107
7.5 -1.80x10° 1.12x107! 3.79x10? -3.90x103
16.9 -9.70x103 6.78x10? 3.28x10? 1.30x1073
30.0 -8.90x107 4.66x107 2.20x107 4.00x10*
490 0.0 -1.56x10 1.88x10? -1.16x10" -5.11x1072
1.9 -6.80x107 5.34x10? -7.62x10 -4.38x10
7.5 -1.10x10° 1.08x107! 3.42x10? -3.60x107
16.9 -1.04x10? 6.57%10? 2.33x107 -1.60x10°
30.0 -9.60x 107 4.50x107 1.50x10? -1.70x103
555 0.0 -1.72x10 4.80x107 -1.37x10"! -5.26x107
1.9 -9.00x10? 3.68%10 -1.05x10! -5.06x10
7.5 -1.50x107 1.04x107! 2.32x107 -6.20x10°
16.9 -1.10x107 6.40x10 1.66x102 -3.10x10°
30.0 -1.01x10 4.39x10~ 1.03x10 -2.90x103
660 0.0 -1.72x102 4.30x107 -1.43x10"! -4.82x10
1.9 -1.05x107 2.47x107 -1.24x10" -5.39x10
7.5 -1.31x107 1.03x10"! 1.64x102 -7.14x103
16.9 -1.11x107 6.37%107 1.29x102 -3.57x107
30.0 -1.04x107 4.34x107 7.25%1073 -3.28x103
680 0.0 -1.72x107 -6.20x10* -1.43x10! -4.74x10
1.9 -1.07x107 2.28x107 -1.28x10! -5.43x107
7.5 -1.29x103 1.03x107! 1.52x10? -7.24x103
16.9 -1.11x1072 6.37x10? 1.21x10? -3.63x107
30.0 -1.04x10 4.34x107 6.79x1073 -3.32x103

The in-water bidirectional function f/Q is modeled with assuming that the living and non-living
biogenic particles in the water column are the major regulating factor in f/Q fluctuations (— f/Q is a
function of chl, concentration). The f/Q value is computed using a look-up table simulated (Monte
Carlo method) and provided by Morel et al. (2005). The theoretical basis of their work was reported

in Morel et al. (2002).
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The R, or nL,, that is the sun-sensor geometries are regulated to both zenith angles are set to be

zero can be modeled as,

Ry (2)= o (20,06, e, ) W’;r(l)

_PunlA) R (2,007, (4,0,20,7)

T W (RO, (10,07) 7
[ (2.6,70.chi, )0 (4,6,,0,., ,.chl,)
0(2.6,70,6,0,¢,_,.chl,) f (2.0,,chl,)

nL,(2) = £,()R,(2). (38)

Fig. 23 is an example of the BRDF correction result (cgr) computed in the GOCI atmospheric

correction (13"/Aug./2013 03:16 UTC).

115°€ 120°E

N.O¥

NoSE

NoOE

NoSZ

o 1.00

120°E 125°%€ 130°E 135°€ 140°E

Fig. 23. An example of BRDF correction factor (cgr) at 555 nm in the GOCI
atmospheric correction process(2011/08/13, 3:16 UTC) (Morel et al., 2005;
Wang, 2006; Ahn et al., 2015).
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3.2.6. Correction for near-infrared water reflectance over turbid waters

In order to enhance the correlation between p,.,(660 nm) and p.,(745 nm) used in the previous
atmospheric correction scheme, the latest GOCI standard atmospheric correction method updated
the spectral relationship model (Eq.39 rather than Eq.40). Besides, to better describe the non-linear
relationship of extremely turbid-water reflectance values between these two NIR bands (Doron et al.,
2011; Wang et al., 2012; Goyens et al., 2013a; Goyens et al., 2013b), the spectral relationship is

updated in this study as Eq. 40.

5

P, (660 nM) =3 j.p,, (745 nm)" , (39)
n=1
2

p,,(865nm) =3k, p,, (745 nm)" (40)
n=1

This model has a dependency on the vicarious calibration because it is built with the satellite-
collected water reflectance spectra (Ahn et al.,, 2012) through the nearest non-turbid water pixel
atmospheric correction (Hu et al., 2000). Hence, coefficients of this model are adjusted after
application of the vicarious gain factors (— it will be described in the next chapter). To obtain a new
set of empirical data, turbid water reflectance spectra were collected from the Mokpo coastal region

and East China Sea (denoted as MP and ECS, respectively) for several seasons.

0.09 0.08

2012/01/30 MP 2012/01/30 MP
0081 5012102127 Mp 3 0.07 £ . 2012/02/27 MP
£0.07 ) J =C , af®
E() o 2012/08/18 ECS 4 £ 0.06 2012/08/18 ECS , o3
v 0.06 1 el * 2012/10/02 MP ¢
S 2012/10/02 MP 0 0.05 ¢ *<YVi< B ,
005§ 7 7/ / °~°§004 2012/10/18 MP ﬂ"
Soo4 § 2012I018MP ’ 27 2012/10/23 ECS (7 ol
£ 2012/10/23 ECS a 2 0.03 1 < i
£.0.03 A v 3 anchio 6
g E 0.02 4 * _-Linear realationship from
& 0.02 1 P A Ruddick et al.(2006)
0.01 . 2 ‘w 0.01 4
0 o " " ' 0 ey
0 0.02 0.04 0.06 0.08 0.1 0.12 0 0.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08 0.09
Sampled puwi(660 nm) Sampled pun(745 nm)

Fig. 24. Relationships between p,,(660 nm) and p,,(745 nm) and p,.,(865 nm).
The dashed line represents the linear relationship from the model of Ruddick et
al. (2006) that the ratio of p,»(745 nm) to p,»(865 nm) is 1.936 used in Ahn et
al. (2012).
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To minimize any fluctuations of the water spectral relationship induced by the variation of
aerosols, the nearest non-turbid pixel is accepted only when the proa(865 nm)-p(865 nm) is less
than 0.006. In addition, cases of high wind speed (W < 6 m/s) and pixels affected by the ISRD and
adjacency effects are excluded as well.

Finally, new statistical relationships are derived (Fig. 24). In these models, coefficients ji, /2, /3, j4,
Js, k1 and k> of Eq. 39 and Eq. 40 are -0.00148, 0.4865, -22.93, 615.8, -6760.0 , 30210.0, 0.5012, and

4.0878, respectively.

3.2.7. Atmospheric transmittance with considering anisotropic angular distribution of

water reflectance

The diffuse transmittances implemented in the GDPS ver.1.1 atmospheric correction have been
estimated by a quasi-analytic model with an assumption of isotropic water-leaving radiance and
single-scattering assumption (Gordon et al., 1983; Ahn et al., 2012). However, this assumption is no
more stand for high zenith angles and high aerosol optical thickness, and then it starts to produce
errors up to 15% (Antoine, 2010).

To simulate anisotropic water reflectance in diffuse transmittance estimation, Ch/, concentration is
fixed as 0.7 mg/m® acceptable because in-water bidirectional effect by water constituents is
relatively less sensitive compared to other terms (Park and Ruddick, 2005; Antoine, 2010) for large
zenith angles. The Rayleigh diffuse transmittance is simply predicted by using RTE-organized LUT
regarding solar zenith angles and viewing zenith angles.

For the diffuse transmittance of aerosols in the presence of air molecules (¢d, * ¢d,,: hereafter refer
to as tdu.m), the GOCI atmospheric correction employed a similar method with Wang (1999) and
Antoine (2010) that uses a relationship between an approximate model and result of radiative
transfer simulation. The approximate diffuse transmittance models ¢tdm* and tdm” are established
with assuming that the single scattering albedo multiply forward scattering probability is 0.95 for i

aerosol models M; as

tdm,, (M, 1) = (exp— 0057 () /cos 6, ), @1)
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tdm’,, (M, 1) = (exp— 0057 () /cos 6, ), 42)
where 7, is aerosol optical thickness for i candidate aerosol model.
In the method, the 4" order polynomial relationship between the approximate model and the

simulation result ¢td5,, and ¢d%,, 1s used as

W’ (M, 2)= i(b; tdm’, (M, 1)) . 3)
n=1

W’ (M, 2)= i(b,f tdm?, (M, 1)) . (44)
n=1

where bj, and b}, are the constants of polynomial equation respectively for tdi, and td, that is
stored in the look-up table (LUT) for each model M, 6;, 6,, and ¢,.

From above equations, the aerosol optical thickness of i model (z,*) can be derived by the 3™
order polynomial relationship suggested by Fukushima et al. (' 1998) (— this will be further described
in Chapter 5).

Direct transmittance is implemented to consider sun-glint attenuation by atmosphere. For
estimating direct transmittance by aerosols in the presence of air molecules (¢g, * tg..: hereafter refer
to as fg.m) and air-molecules in the absence of aerosols (zg;), the traditional quasi-analytic model

(Egs. 45 ~ 48) is applied as,

g, (1) = exp{-r," (1) / cos(6,)}, (45)
1g,,(A) = exp{-," (1) / cos(6,)}, (46)
tg,(A) =exp{~7,(1)/cos(6,)}, 47)
tg,(A) =exp{~t,(4)/cos(6,)} . (48)

3.3. Vicarious calibration for GOCI system

Space-borne ocean color sensors record the total radiance exiting the top-of-atmosphere (TOA) at
several wavelengths within the visible (VIS) and near-infrared (NIR) spectral domain. The physical

interpretation of these ocean color data needs an additional vicarious calibration other than
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instrument calibration and characterization to achieve the desired accuracy on the normalized water-
leaving radiance (nL,) product retrieved by an atmospheric correction algorithm. Vicarious
calibration of ocean color sensors is generally achieved through the application of gain factors to
TOA-radiances (Ltoa), which effectively update the prelaunch and onboard instrument calibration
to account for characterization errors or undetermined post-launch changes in sensor response, as
well as any systematic bias associated with the atmospheric correction algorithm (Gordon, 1998;
Eplee et al., 2001; Wang and Gordon, 2002; Murakami et al., 2005; Lerebourg et al., 2011; Werdell
et al.,, 2007; Franz et al., 2007; Wang et al., 2013a; Wang et al., 2013b, Ahn et al., 2015). The
atmospheric correction is required to retrieve the surface radiance from remotely sensed TOA-
radiances by removing the atmospheric effects. In a typical open-ocean region of oligotrophic
waters, the upwelling radiance emerging out of the water surface contributes ~ 10% to the radiance
at the TOA (Gordon, 1998; Eplee et al., 2001; Wang and Gordon, 2002; Franz et al., 2007).
Therefore, it is crucial to retrieve this small portion of the water-leaving radiance by removing the
major portion of atmospheric (molecules and aerosols) contributions and specular reflection at the
sea surface.

For retrieving water-leaving radiances with the desired accuracy for all channels, the
atmospheric path radiances resulting from scattering by air molecules and aerosols must be
estimated precisely, and this is often achieved through simulation of TOA radiance with a radiative
transfer code. In general, the TOA radiances atmospherically corrected within an accuracy of less
than 1% error (Eplee et al., 2001) secure high-quality level-2 ocean color products. However, this is
seldom achieved by the atmospheric correction process which often results in systematic errors in
retrieved water-leaving radiance. Thus, the vicarious calibration gain factors are applied in
combination with the atmospheric correction algorithm to force the instrument response to
retrieving the expected values of nL,(4) (Franz et al., 2007). This procedure has been adopted for
many ocean color sensors (Gordon, 1998; Eplee et al., 2001; Wang and Gordon, 2002; Murakami et
al., 2005; Lerebourg et al., 2011; Werdell et al., 2007; Franz et al., 2007; Wang et al., 2013a; Wang
et al.,, 2013b, Ahn et al., 2015), e.g., Moderate Resolution Imaging Spectroradiometer (MODIS),

Sea-Viewing Wide Field-of-View Sensor (SeaWiFS), Global Imager (GLI), MEdium Resolution
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Imaging Spectrometer (MERIS), and Visible Infrared Imaging Radiometer Suite (VIIRS). Vicarious
calibration is the process used to compute vicarious gains (g..) for the indirect calibration of space-
borne sensors through simulation of TOA data. These gain factors are determined by the mean ratio

of the simulated TOA radiance ( Ly, ) to the TOA radiance at-sensor observation (Ltox):

g.(A)= &{L%A(M/ LFOA(/I)}}/N :

n=1

(49)

where A denotes the wavelength and N is the number of samples used for deriving the vicarious
calibration gain factors. The vicarious calibration gain factors aim to minimize the combined effects
of uncertainties due to the pre-launch radiometric calibration and characterization of the satellite
sensor corrected for temporal changes in radiometric sensitivity and inaccuracy of the atmospheric
correction algorithm. Hence, this adjustment of the system (sensor+algorithm) response allows the

determination of nL,, with the least uncertainty.

Simulation OBSERVATION
N\
Radiance at \| / Radiance at
top-of-atmosphere | | top-of-atmosphere
(TOA) | (TOA)

Compare each TOA radiance,
then vicariously calibrate

Atmgsphenc gains, £,.(1) Atmf)spherlc
radiance & radiance &
transmittance transmittance

Fig. 25. Conceptual diagram of the vicarious calibration

In this chapter, a vicarious calibration approach for the GOCI mission is described in detail. The

vicarious calibration process adopted here is almost identical to that previously employed to
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calibrate polar-orbiting ocean color sensors (Gordon, 1998; Eplee et al., 2001; Wang and Gordon,
2002; Murakami et al., 2005; Lerebourg et al., 2011; Werdell et al., 2007; Franz et al., 2007; Wang
et al., 2013b, Ahn et al., 2015). In a traditional way, the vicarioius gain factors are derived for each
band on the GOCI through simulations of the satellite radiance along with in sifu radiometric
measurements. Initially, the calibration of GOCI NIR (near-infrared) band is achieved over a pre-
defined open-ocean site based on knowledge of the assumed aerosol type. Subsequently, the
atmospheric path radiances (both Rayleigh and aerosol) are computed over arbitrary locations of the
ocean using the calibrated NIR bands. To derive the calibration gain factors, the theoretical TOA

radiances (LVF%A) in the visible bands (412, 443, 490, 555, 660, and 680 nm) are generated through

simulations for certain locations where in situ radiometric measurements (nL,,) are available.

3.3.1. Method

In view of describing the vicarious calibration process in detail, the simulated TOA radiance
L’%A(l) representing the radiance contributions associated with air molecules (Rayleigh scattering),

aerosols (including Rayleigh-aerosol interactions), sunglint, white-caps, and the water itself can be

described by the following simplified model (Wang and Gordon, 1994; Wang, 2010) in a similar

manner to the Eq.(7):
L(A)+L,(A)+L,(4)
L5 0 (2) =| +1d) (A) <1}, (2) < (L€ () + L, (A)} [ <. (A) < 1. (2) (50)

+1g" (M) x1g" (A)x py ()

where L,(1) is the Rayleigh radiance (arising due to single- and multiple-scattering) in the absence
of aerosols, L.(A)+L.(4) is the radiance due to multiple-interactions between aerosols and air

molecules, L, (A1) is theradiance arising from light reflection on the whitecaps at the sea surface
(Frouin et al., 1996; Stramska and Petelski, 2003), and I/°(1) is the desired L, that varies

depending on the viewing angle of the sensor.
As the atmospheric correction scheme described in Chapter 2 and 3, the Rayleigh radiance L.(1)
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can be reliably estimated given the radiant-path geometries and look-up tables (Gordon et al., 1988;
Gordon and Wang 1992; Wang, 2002; Wang 2005). However, estimation of the radiance La(4)+L,4(4)
is difficult due to the variation of aerosols in space and time, which constitutes a substantial

limitation in the estimation of LVF%A(A). The GOCI vicarious calibration follows a two steps

strategy, i.e., the GOCI NIR bands are calibrated first, and then the retrieved aerosol properties
(aerosol type and concentration) for these bands to subsequently predict aerosol radiances are used
for all visible bands. The aerosol radiance at two NIR bands can be reliably estimated over typical
case-1 waters where the NIR water-leaving radiances approach to zero, thus validating the black
pixel assumption (i.e., water-leaving radiance is negligible in the NIR bands) (Wang and Gordon,
1994; Gordon and Wang, 1994). A similar approach was adopted in other studies (e.g., Eplee et al.,
2001; Wang and Gordon, 2002; Franz et al., 2007; Ahn et al., 2015). In the vicarious calibration,
assuming the longest NIR band (865nm) is correct, the vicarious calibration gain factor for the
shorter NIR band (745 nm) is determined based on the known aerosol type. To achieve the NIR
calibration, an open-ocean site far away from land is chosen wherein the aerosol type is maritime
that is of oceanic origin and generally stable. The calibration of these two NIR bands is the basis for
deriving the aerosol properties in any arbitrary locations of non-turbid water, eventually allowing

the estimation of the aerosol radiance Lu(4)+L.(2) for all VIS bands.

3.3.2. Inter-calibration of GOCI near-infrared bands
Because of the lack of reliable, coincident, and co-located aerosol properties and water-leaving
radiances from in situ measurements, the GOCI calibration approach used several assumptions to

determine aerosol contribution and estimate L’;% A(745 nm). To calibrate the shorter NIR band (745

nm), the Lo, (745 nm) can be estimated from the observed acrosol radiance at 865 nm. For the

open ocean, it can be assumed that the aerosol type of the site is always identical to a maritime
aerosol model (Eplee et al., 2001; Franz et al., 2007). The constant characteristics represent the
mean of relative humidity (RH) 80% maritime aerosol model (M80) is accepted based on
meteorological data. To avoid, as far as possible, aerosols originating from continents and the effects

of inter-slot-radiometric-discrepancy (ISRD) (Kim et al., 2015), the NIR vicarious calibration site as
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a boxed area of 25.7-26.7°N and 138.4-139.4°E is selected as shown in Fig. 26. It should be noted
that NIR calibration sites previously established by Wang et al. (2013a) and Ahn et al. (2015) are
discarded in this study to avoid aerosols from the continent. Because revised investigation has
shown that the site of Wang et al. (2013a) is often effected by aerosols from the continent, and
aerosol types in the site of Ahn et al. (2015) are not homogeneous. To perform the NIR calibration,
the spatial and temporal (2011-2014) averages of GOCI observations of cloud-glint-free Lroa(NIR)

on a 10x10 pixel area are computed to minimize the effects of spurious outliers.

115°E 120°E 125°E 130°E 135°E 140°E 145°

Region of NIR vicarious
calibration by Wang et al.
(2013)

38.2000~39.2000° N
132.500~133.500° E

45°N

40°N

Region of NIR vicarious
calibration by Ahn et al.
(2015)

24.8000~29.0000° N
132.000~142.000° E

35°N

30°N

Region of NIR vicarious

calibration by this study
25.7000~26.7000° N
138.400~139.400° E

25°N

120°€  125°E  130°  135%  140°E
Fig. 26. Map of the calibration site for the GOCI NIR bands. The region within the

box of 25.7-26.7°N and 138.4-139.4°E (red rectangle) in the GOCI coverage is
established for the NIR vicarious calibration. The region is selected so as to avoid

continental aerosols and slot boundary stray-light effects. NIR calibration sites
previously established by Wang et al. (2013a) and Ahn et al. (2015) are discarded in
this study.

To estimate the aerosol contribution at the shorter NIR band (745nm), the aerosol radiance
estimated for the longer NIR band (865nm) (see the Chapter 2) was conveniently converted to
reflectance, p.(865 nm)+p,,(865 nm). Subsequently, the p,(745 nm)+p,.(745 nm) was derived using
the look-up table generated through radiative transfer simulations and the single-scattering
reflectance model. For the radiative transfer simulation, the Second Simulation of a Satellite Signal
in the Solar Spectrum, Vector, version 1 (6SV1) (Vermote et al., 2006) was used.

Since the NIR calibration site has the characteristic of typical case-1 waters, L'“(NIR) in
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equation (50) is negligible by the BPA. Then it is straightforward to reliably estimate the NIR
aerosol multiple-scattering reflectance in the presence of air molecules p,»(NIRL) similar to the

atmospheric correction scheme,

LT()A (NIR)

L (NIR)+L, (NIR)= T 2.0A)

— L (NIR)—1d’ (A)L,,(NIR). (51)

The aerosol radiance can be converted to reflectance as follow:

L(A)+L,(4)

Pan ) = T Y eos(0,)

(52)

From the derived pu.»(865 nm) and an assumed aerosol type (M80), aerosol reflectance for the
GOCI NIR 745nm band is first estimated using the SRAMS. The aerosol multiple-scattering
reflectance at 865 nm can be converted into aerosol multiple-scattering reflectance at 745 nm by

using Eq. (26) as

2
p:ri (745 nm) = ch (MMSO’A” 95’9v9¢sv)pam (865 nm)” . (53)

n=1

Finally, the theoretical TOA radiance at 745 nm ( L5, (745 nm)) is calculated using an analytic

model incorporated into the atmospheric correction process (Ahn et al., 2015) (Fig. 27):

L' (745 nm) + LS (745 nm) = p/ (745 nm) x F,,(745 nm)cos(0,)/ rr, (54)

L5 (745 nm) = {L, (745 nm)+ L7 (745 nm) + L, (745 nm)}
x 1", (745 nm)z:, (745 nm)
+L,.(745 nm)
xt) (745 nm)td (745 nm)td}, (745 nm).

oz

(55)

In the above equations, the term L.(4) can be reliably estimated to less than 1% error (Gordon et al,

1988; Gordon and Wang, 1992; Wang, 2002, Wang, 2005).
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Observed TOA radiance at 865 nm
Lroa(865 nm)

Meteorological data *
air pressure,

O; concentration,
wind speed

Gaseous absorption, whitecap radiance
and Rayleigh radiance correction, Eq. (1)

2

Radiance to reflectance conversion, Egs. (5, 6)

/ Pam(865 nm) /

Convert multiple-scattering aerosol reflectance at 865 nm to the 745
nm reflectance for the aerosol model M80, Eq. (26)

/ o (715 nm) /

| Reflectance to radiance conversion, Eq.(54) |

2

/ LYE(745 nm)+LYE (745 nm) /

| Atmospheric correction inversion, Eq.(55) |

v

/ Theoretically estimated TOA radiance at 745 nm /

L% a (745 nm)

Fig. 27. Flow chart describing the scheme for estimating the TOA radiance at 745 nm.

To reduce uncertainties in pan(4), strict aceept criteria are followed; i.e., the wind speed is below
4.6 m/s to reduce NIR inter-calibration errors involved by whitecap radiance error, p.,(865 nm) is
lower than 0.020, and scene observation times are only for period 2:16~4:16 (UTC) to avoid high

air mass.

Duration 15t Jan. 2011 ~ 31th Dec. 2014
1.2

Calibration with WV correction, g,. (745 nm) is 0.9893
@ Calibration without WV correction, g,. (745 nm) is 0.9945

--»0.98931
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Fig. 28. The result of NIR bands inter-calibration
with/without considering the water vapor effect. In the

350

NIR calibration site, water vapor effects the g,.(745 nm)
more than 0.5%.
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Vicarious gain at 745 nm is determined as 0.98931. As shown in Fig. 28 water vapor effect in NIR

is also considerable (~0.05% in 745nm vicarious gain).
3.3.3. Vicarious calibration of GOCI visible bands

The calibration process of the visible bands depends on a set of high-quality satellite-to-in situ
match-up pairs that were sampled at discrete locations and subsequently reduced in number through
quality screening. Approach to the vicarious calibration of the visible bands is based on the GOCI
standard atmospheric correction algorithm (Ahn et al., 2012; Ahn et al., 2015; Ahn et al., 2016)
which estimates the aerosol reflectance in the two NIR bands. Since the NIR bands are already

inter-calibrated, the atmospheric correction process can be operated to determine aerosol multiple-
scattered reflectance for all VIS bands ( p,,(VIS)). For each in situ L (A) location, the
theoretically estimated L%A(VIS) values can be derived from the atmospheric path radiance,

transmittance and whitecap radiance from the atmospheric correction process, and the LI:VC(A)

subsequently corrected the bidirectional effects (— it will be further described in Chapter 4) through
equation (50) and Fig. 29 (Wang and Gordon, 2002; Franz et al., 2007; Ahn et al., 2012, Ahn et al.,

2015):
NIR-calibrated TOA radiance
Lroa(4)
Meteorological data
air pressure, . .
0, & H,0 concentration, Atmospheric correction
wind speed i

Atmospheric radiance and transmittance, whitecap radiance
in VIS bands

L,(VIS), Ly(VIS), L,4(VIS), L, (VIS), tdg (VIS), tdy (VIS), t5,(VIS), t;,(VIS)
td3 (VIS), td5(VIS), t5,(VIS), t5,(VIS)

In situ . P
/ LEE(VIS) /L) Calculate TOA radiance in VIS bands, Eq. (50)
Theoretically estimated TOA radiance in VIS bands
L1oa(VIS)

Fig. 29. A flow chart describing the scheme for estimating the
TOA radiance in the visible bands.
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To avoid uncertainties that would arise from case-2 waters during the atmospheric correction and

f10 correction processes, the extensive quality screening of the in situ and GOCI observations
allows only the clear-water L/ (1) such that L (660 nm)z; (660 nmyz (660 nm) is less than

2.0 wm?2-um™-sr'l. To further assure the quality of these data, any of the pixels at each VIS bands
calibration site flagged by the atmospheric correction process as being contaminated by bright pixel
adjacency effects (from land or stray-light or cloudless than 5 km) and ISRD effects (slot distance ~
150 km) is excluded from further consideration. In addition, both the sensor and solar zenith angle
is restricted to less than 40 degrees to minimize errors from the large total air-mass.

After the VIS bands calibration, the GOCI vicarious gains are determined within instrument
calibration uncertainty (around =£3.8%) as 1.00531, 0.99113, 0.96805, 0.97044, 0.97391, 0.97698,
0.98931, and 1.0 for GOCI bands 412, 443, 490,555, 660, 680, 745, and 865 nm, respectively. As
shown in Fig. 30, the calibration reduced the clear water atmospheric correction errors in absolute
percentage distribution (APD) by 54.4, 14.3, 25.7, 29.2, 7.0, and 3.3% for GOCI bands 412, 443,

490, 555, 660, 680, 745, and 865 nm, respectively.
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1 RMSE: 0.00075 T RMSE: 0.00078 ¥ Yy RMSE: 0.00056
= = £ 001 1
£ £ £
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0.015 0.006 0.006
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E
| e =
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Q a S 3 i
e 3 Ze 3 Calibrated
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0 0.005 0.01 0.015 0 0.002 0.004 0.006 0 0.002 0.004 0.006
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Fig. 30. The result of the VIS band calibration. Blue marks and red marks are match-

ups without/with the calibration in clear waters, respectively.
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Chapter 4. Validation results

4.1. Data

Performance of the GOCI standard atmospheric correction was assessed in two ways, one is by
the radiative transfer simulation and the other is by in situ radiometric data after the application to
the GOCI data.

This section will first describe in situ radiometric data acquisition and quality analyzing from a
shipboard and the instrument equipped in observation towers (AERONET-OC). Then the detail
information of the radiative transfer simulations for the comparison of primary atmospheric
correction algorithms will be presented. This will also give the information for the processing of

L, including the correction of bidirectional effects.

4.1.1. Synthetic data derived by simulations

To test the reliability of the atmospheric correction using the SRAMS approach, various pseudo-
TOA reflectances were generated by Eq.(7) using a radiative transfer simulation (Vermote et al.,
2006) for atmospheric components and an biogenic ocean color model (Morel and Maritorena, 2001)
for water reflectances (Fig. 31). Six aerosol models based on Shettle and Fenn (1979) but not
identical to 9 candidate models —Maritime, Coastal, and Tropospheric models with different RH (i.e.,
M98, M80, C90, C80, T90, and T50) were used to compute atmospheric reflectances and
transmitances for observation geometries: €= 0°, 25°, 50°, and 75°, 8,= 0°, 20°, 40°, and 60°, and
¢sv are from 0° to 180° with 15° gap.

Water reflectances were computed (Fig.) for chl, concentrations 0.03, 0.1, 0.3, and 1.0 mg/m?
without inorganic particulate matter. It should be noted that case-2 water reflectance is ignored for

the simulation because this study focuses on only the aerosol reflectance retrieval.
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Fig. 31 Remote-sensing reflectance for chl, concentrations
0.03, 0.1, 0.3, and 1.0 mg/m’ without inorganic particulate
m0.03, 0.1, 0.3, and 1.0 mg/m> by using biogenic ocean color
model (Morel and Maritorena, 2001)

4.1.2. In situ radiometric data measured from shipboard

The Korea Ocean Satellite Research Center (KOSC), KIOST, has conducted a large number of
field campaigns in coastal and open ocean waters around Korea and obtained 421 in situ above-
water radiometric measurements since 2010 (Fig. 32). The normalized water-leaving radiance nZ,,(4)
or the remote-sensing reflectance R, (1) was measured by the ASD-FieldSpec and TriOS-RAMSES
hyperspectral radiometers. Of the 421 samples, 356 spectra were discarded by the strict quality
control process recommended by Moon et al. (2012), which left only 65 samples for the match-up
process and analysis. Of those 65 samples, most of the shipboard data were collected from highly to
moderately turbid waters in which the R,(660 nm) is greater than 0.0013. After eliminating these
turbid water measurements, a relatively small number of the potential match-ups from non-turbid
water areas (i.e. 12 R, measurements) is eventually utilized in the VIS bands vicarious calibration

process.
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Fig. 32. Locations of in situ radiometric measurements in
coastal and open-ocean waters around Korea. A total of 421
samples were collected, and subsequently reduced to 65 (blue
diamonds) through strict quality control of both the in situ
measurements and GOCI observations. Of these data, only 14
spectra were used in the vicarious calibration process (green

squares).

In the above-water measurement system, three radiometric measurements are required for
determination of the L, or R,; i.e., the total radiance leaving the water surface Lg; (A), sky

radiance L (A), and downwelling irradiance E4(4) (Mobley, 1999; Mueller et al., 2000). The L,, and
the remote sensing reflectance before the bidirectional effect correction (R,") can be determined as

follows:
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L(A) =Ly (A= fopy Ly (D) = L, (A), (56)

L ()= fouy XLy B)

R,"(A)==4 R
(2 0

b (57)

where f.r is the air-sea Fresnel reflectance ratio, which is spectrally constant and can be estimated
as a function of wind speed (0.0256+0.00039W+0.000034 W2, where W is the wind speed in m-s™).
The unknown term Lx(4) is the residual radiance from light reflected by the ship’s superstructure,
microfoam, or fluctuated fu,<Lsy(4). The term Rj (i.e., Ly/Eq) is assumed to have no spectral
dependency and thus is constant across the visible wavelengths.

To derive R, a remote-sensing reflectance model (linking R, to the inherent optical properties,
IOP) is employed to fit the in situ R, measurements to the model R, (R™%'). The general

expression of this model takes the form (Lee et al., 2009):

model - & & 2
W‘0'089(am>b+b,,<z>J+0'125(am>h+b,,<l>J’ -

0.52nsmodel (l)

RrsmOdel(ﬂ“) = 1-1.7?‘ model(/l) p

(59)
where 7,,™%! is the remote-sensing reflectance just below the surface, by(1) is the total
backscattering coefficient, and a(4) is the total absorption coefficient. In the NIR region, the water
absorption (a,) is dominant and thus determines the spectral shape of the b,(NIR)/ {a(NIR)+b,(NIR)}
term in Eq. (58) (Ruddick et al., 2006).

Here a spectral fitting technique (Moon et al., 2012) with measurements from Ruddick et al. (2006)
is used to estimate the R, over the wavelength range of 770-870 nm when R,(660) > 0.0025. The

wavelength range is shifted to 700-745nm for relatively clear waters, where R,s(660) < 0.0025, to

avoid a low signal-to-noise ratio (SNR) in this red-NIR spectral region where L (A1) is weak due

sea

to strong absorption. Fig. 33 shows examples of the R, correction for both clear and turbid waters.
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Fig. 33. R, correction applied to R," (4) from clear (a) and turbid (b) waters.
Red solid lines represent the corrected R, and black dotted lines indicate
uncorrected data directly derived from Eq. (57) with R, is zero. Grey dashed
lines show the results obtained by subtracting the R.(755 nm) value from

each wavelengths (Mobley, 1999).

Then, in situ R" is converted into R, and nL,, that normalized to both the sun and viewing angles

as (see the Chapter 2 for a further description):

R, (A) or nL, (l)z{Rm’" () or nL," (l)}
R, (4,6,=0,W) y R, (1,0,=0,W)

R (L0=0r W) W (2,0=07)

S (A.0.0.chl,) - O(%,0.=0".0.=07¢_,=4",.chi,)
f(lﬂgszgsmﬂc}lla) Q(l’avzo’gv:0’¢v—v:0’Chla) ’

(60)

nL,(A) =R, (A)xf,(4). (61)

where 0" 0", and ¢ are each 6., 6,, and ¢, associated with the time and location of each
measurement.
For the vicarious calibration usage, the nL,, is finally converted to the L’:VC with considering the

bidirectional effect as following:
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L (2.0.00.",)={nL, (1) xc,.(d,)xcos(8,=0") xtd; (1) xtd;(A) x £.(A)}
W, (1.0,-0.07) R, (1.0,-0.0)
X X (62)
R, (4,0,=07) " R (2,6,=0,)

f(20=00chl,) — 0(2,6,70,0,~0.9,_,=0.chi,)
f(ﬂ"a“:o’c}ll“) Q(A”eszest’evze\f’ s—v:¢‘:—v’c}lla)’

X

where Qf and 0! are the desired-zenith angles for the sun and the sensor of each GOCI

observations, respectively.

4.1.3. AERONET-OC radiometric data

At the Ieodo station (Shim et al., 2004), there is no level 2.0 AERONET-OC data that the quality

is fully assured (Zibordi et al., 2006; Zibordi et al., 2009). Moreover, Moon et al. (2012) requires

IOP pairs to build R, optical closure, however, AERONET-OC does not measure them. Therefore, a

new data screening approach is applied that uses a different method from Moon et al. (2012). To set

optical boundaries, a series of empirical relationships of R, spectra are simulated by

HYDROLIGHT (Mobley and Sundman, 2008).

In this study, various R, spectra are computed using the following input parameters:

Pure water IOPs are taken from Smith and Baker (1981), Pope and Fry (1997), and Kou et
al.(1993).

We set chl, concentration range as 0.1~30.0 mg/m®. Then, its IOP are taken from Morel
(1988), and Loisel and Morel (1998). Specific absorption of chl, in 740~880 nm is
assumed to be zero.

CDOM absroption range at 440 nm considered is 0.1~0.3 m™.,

Suspended sediment concentration range is 0.1~1000.0 g/m>. From Ahn (1990), IOP of 4
mineral types, namely red clay (RC), yellow clay (YC), calcareous sand (CS), and brown
earth (BE), were considered. Each absorption and backscattering coefficient spectra were
extrapolated over the NIR range (Mobley and Sundman, 2008).

Inelastic scattering effects (chl, fluorescence, CDOM fluorescence, and Ramman scattering)
are considered.

Wavelength range of the simulation considered is 400~880 nm per 5 nm bandwidth. Then
convert into AERONET-OC bands.
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Finally, the following spectral relationships are developed; between R,«(443 nm)/R,(555 nm) and
R,(668 nm) [Fig. 34(a)], between R,(412 nm)/R.((443 nm) and R.(668 nm) [Fig. 34(b)], between
R,(443 nm)/R(490 nm) and R,(668 nm) [Fig. 34(c)], between R.(668 nm)/R.(555 nm) and
R,(668 nm) [Fig. 34(d)], and between R,.(869 nm)/R,(668 nm) and R.(668 nm) [Fig. 34(e)]. Then
some data are excluded which exhibited spectral relationships out of boundary conditions (blue-
dashed closures) [Fig. 34]. Except the relationship between R.(869 nm)/R,(668 nm) and R,(668
nm) [Fig. 34(e)], those boundaries do not consider R.(668) less than 0.0045 because these
relationships showed high variations in this reflectance range.

It should be noted that the verification of IOP models is beyond the scope of this study. Moreover,
those IOP models have not been developed for the GOCI area, hence they would not be consistent
with the underwater optical environments of the calibration sites. Moreover, the extrapolated IOPs
in the NIR may lead to unrealistic relationships between R,(869 nm)/R,(668 nm) and R,,(668 nm).
For these reasons, further investigations regarding IOPs at the study sites are needed for future
improvement. Because of a lack of IOP verifications, the method excluded 60 unrealistic spectra as

shown in Fig. 35.
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Fig. 34. R,, spectral relationships obtained through HYDROLIGHT simulations (Ahn et
al., 2015). For this simulation, the range of c//, concentration varied from 0.1~30 mg
m>, CDOM absorption at 440 nm from 0.1~0.3 m’, and suspended sediment

concentration from 0.1~1000 g m™.
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Fig. 35. Quality control adopted for the AERONET-OC data (Ahn et al., 2015). (a) R
spectra accepted by the quality control screening criteria, and (b) R, spectra rejected by
the scheme because of spurious outliers.

4.2. Validation of SRAMS scheme with simulation data

Evaluation is analyzed by using the statistical indices such as the absolute percentage error (APE)

(i.e. absolute percentage distribution: APD) and root mean square error (RMSE) defined as follows:

Vﬂ_Vn
APE=@§: i

63
K n=1 VTn ’ ( )

) (64)

where K is the total number of match-up pairs, and v, and v,° are the true and derived values of
n'™ match-up entry, respectively.

Figure 36 (a) provides the errors in the retrieved aerosol reflectance Ap,, for the simulation cases
with comparing SSE scheme, and Figure 36 (b) is results of the SRAMS algorithm performance for

entire atmospheric correction process with comparing SSE-based atmospheric correction.
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Fig. 36. Validation results from simulation data; the aerosol reflectance error Ap,, for the
SRAMS (a) and the SSE scheme (b), and errors in the p.,, the chlorophyll-a (chl-a),
aerosol optical thickness at 555 nm (AOT555), and the Angstrém exponent for 443 nm
relative to 865 nm (A) in the absolute percentage deviation (APD) for the SRAMS (c)
and the SSE scheme (d). (Ahn et al., 2016).
The errors in p,, are generally within the acceptable limits of 5.3 % APD from 412 to 555 nm.
Although Apun at red bands (660 and 680nm) are relatively small, the p,, errors at these bands are

relatively significant due to relatively small ratio of water radiance to atmospheric radiance.

4.3. Assessment of the atmospheric correction improvements with in situ

radiometric data

This section describes validation result of in sifu match-ups for the previous (Ahn et al., 2012) and
improved (this thesis) atmospheric correction using the GOCI data. To evaluate its performance
with considering the bidirectional effects, the remote-sensing reflectance (R) is used instead of the

water-leaving reflectance (Wang, 2006; Morel et al., 2002; Morel et al., 2005).
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Fig. 37. Validation result of in situ R, match-ups for the previous (Ahn et al., 2012)

and the improved (this thesis) atmospheric correction. In situ R, are collected
from KOSC cruises for 2010~2016 and AERONET-OC sites.

As shown in Figure 37, the atmospheric correction process developed by this study retrieves R

with the mean APE values 26.9, 18.6, 13.5, 12.1, 21.9, and 22.9 % for 412, 443, 490, 555, 660, and

680 nm bands (total 19.3 %), respectively. The validation results of atmospheric correction

associated with ship-measured R,; and AERONET-OC R, are quantitatively summarized in Table 8.

Table 8. Statistics of R,; match-ups for KOSC cruises and AERONET-OC

R, (412 nm) R, (443 nm) R, (490 nm) R, (555nm) R, (660 nm) R, (680 nm)
APE  Ahnetal (2012) 44.45 31.42 23.29 20.24 35.18 38.02
(%) This thesis 24.18 16.24 11.59 10.41 19.10 17.59
Med, Abnetal (2012) 29.77 25.28 14.56 14.11 20.00 19.08
Eror  This thesis 16.16 13.65 7.06 6.74 14.46 12.14
| Ametal 201) 0.1927 0.4909 0.7979 0.8525 0.8353 0.9191
R

This thesis 0.6716 0.8566 0.9414 0.9488 0.9214 0.9166
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Chapter 5. Discussions

5.1. Impacts of water vapor correction on ocean color products

As described in the chapter 2, water vapor absorption can significantly effect the GOCI
observation in the red and the NIR bands (i.e., 660, 745, and 865 nm) because the absorption
spectrum crosses the out-of-band spectral response, meanwhile, the absorption effect on GOCI
bands that designed to avoid water vapor and oxygen absorption have not been considered.
Therefore, a water vapor correction model is additionally applied to both the NIR vicarious
calibration and the atmospheric correction scheme, and then compared its contribution regarding
sensitivities on the GOCI level-2 products.

Three GOCI bands 660, 745, and 865 nm affected by water vapor absorption are used for the
atmospheric correction. Two NIR bands 745 and 865 nm are used to know aerosol type and their
concentration, and 660 nm band is used for the turbid water reflectance in NIR bands correction by
the iterative scheme. This implies that this absorption can significantly effect on the aerosol model
selection, aerosol load estimation, and contribution of turbid water reflectance in two NIR bands.

Figure 38 is showing impact of water viper correction on the GOCI R;s.

%
Rrspige (443 nm) (2011/04/05 03:16) l 100 %

Water vapor concentration (g/cm?)
(2011/04/05 03:16)

0%

-100 %

Fig. 38. Water vapor correction impacts on the GOCI Ry, in percentage difference.
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As shown in Fig. 39, the water vapor absorption in the range of out of band responses can be
change the R, results not only 660, 745, and 865 nm bands but also all other bands up to £70%.

The R, difference also effects to the chl, products both blue and green band ratio algorithm and
fluorescence line height (FLH) algorithm. Fluorescence ckl, algorithm is developed for CDOM-rich
case-2 waters and uses 660, 680, and 745 nm that is directly affected by the water vapor absorption
issue. Figure # is showing this water vapor impacts on the chl, products with the band ratio
technique (a) and the FLH technique. As shown in the result, water vapor effect can produce errors

up to £50% for band ratio technique and -50 to more than 200% for FLH technique.

I 200 %

=100 %

Fig. 39. Water vapor correction impacts on the GOCI chl, in percentage
difference. (a) Chl, is derived by band ratio (blue/green) algorithm
(O'Reilly et a., 1998). (b) Chla is derived by fluoresence line height
algorithm (Gower, 1980; Gower and Borstad, 1981).

5.2. Stability for high solar and satellite zenith angle for diurnal observation

Estimation of ocean color products in the case of high solar zenith angle is an important issue for
detecting diurnal variable of ocean environment. To achieve this, securing a diurnal stability of the
atmospheric correction is required. However, there are various issue that producing uncertainties to
remove the atmospheric effects, thus it is a major challenge for a geostationary ocean color mission.
The issue is not practically a new problem. Other existing polar orbit sensors (e.g., SeaWiFS§,
MERIS, MODIS, and etc.) are already encountered by the high zenith angle issues in the polar
oceans and at the scan edges. One of the major error source is the plane parallel assumption (PPA)

on the implementation of radiative transfer simulation, in spite of atmospheric structure of earth is

- 62 -



spherical shell. In the case of solar zenith angle is 80%, errors from the PPA may produce errors up
to ~2.5% on the Rayleigh scattering estimation at 865 nm (Ding and Gordon, 1994). This may
impacts on the R, errors more than 25%. The secondary error source is extended atmospheric path
that including inhomogeneous atmospheric constituent while the atmospheric correction assumes
that the atmosphere is homogeneous in the upward and downward light paths. The extended
atmospheric path also reduces the water radiance to atmospheric radiance ratio that makes the
atmospheric correction more sensitive by any uncertainties. Moreover, this relatively enhanced
atmospheric radiance will more produce bright pixel adjacency effect again. Accuracies on aerosol
reflectance relationship polynomial models using the LUT-stored coefficients are also dropped for

large zenith angles. This issue will be discussed on the section 5.4.

5.3. Cloud masking on fast-moving clouds and quality analysis

As described in Chapter 2 (section 2.2.2), each GOCI band is obtained in a different acquisition
time by the time delaying during the filter wheel rotation. While the filter wheel is rotating, fast
moving clouds or aerosol often makes mis-registered pixels that may produce significant errors
regarding cloud masking or aerosol corrections (Fukushima et al., 2015; Robinson et al., 2016). This
issue considerably impacts in cases of fast-moving cloud edges or spatially high frequent aerosols
(Fig. 40 (a)). These fast-moving clouds significantly impacts on atmospheric correction (Fig. 40 (b))

and chl-a estimation (Fig. 40 (c))

. 3.0 mgm?

T .()_ol
() p,,(865 nm) (b) R, (443 nm)

am

000 R o0
Fig. 40. (a) Aerosol reflectance at NIR used by atmospheric correction process. In the
scene, aerosol pattern shows high spatial frequency and fast-moving in winter. (b)
Atmospheric correction result over fast moving aerosols. R,s at 443 nm shows spatially
scattered values at fast-moving aerosol edge. (c) Significantly chl, overestimated results

represented as speckles due to erroneously produced Rys.
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The fast moving and spatially high frequent aerosols are mostly happens in winter season and the
errors involved by the issue are often occurs on the observation of level-3 composition or trend of

ocean color products.

5.4. Evaluation of the GOCI aerosol correction scheme compared with other

approaches

The GOCI atmospheric correction uses a new aerosol correction scheme using the SRAMS. This
approach is more direct and accurate in terms of optimization for determining the appropriate
aerosol models from candidates. To evaluate the SRAMS-based method with comparing to other
primary algorithms, various atmospheric correction algorithms are tested that officially employed by
primary ocean color missions that are the SeaWiFS (Gordon and Wang, 1994), OCTS (Fukushima et
al.,, 1998), and MERIS (Antoine and Morel, 1999). As summarized in Table 8, these three
algorithms differ slightly in the process for the aerosol model selection and weight computation for
retrieval of the aerosol optical properties in the visible bands, although no studies provided

comparison results for these algorithms.

Table 9. Summary of primary schemes to correct aerosol reflectance with using 2 NIR bands for
determining aerosol optical properties

Algorithms SeaWiFS OCTS MERIS GOCI
Aerosol model
selection in . : . . . . Multiple-
single-/multiple- single-scattering single-scattering Multiple-scattering scattering
scattering space
Compute weight Comparing modeled Comparing modeled Comparing .

) . modeled Solving
value for aerosol  epsilon to averaged AOT to weight- .

. pam(NIR) to quadratic
model epsilon from averaged AOT from (NIR) from equation
interpolation observation in NIR observation in NIR Pam . q

observation
Relationships
used in the pam(A1) and
aerosol Pamand pas Pamand 7, (prtpam)prand ta  pam(A2)
correction (4™ order) (3" order) (2™ order) (20d ~ 4t
(polynomial order)
degrees)

5.4.1. Aerosol correction approach for OCTS

The OCTS algorithm (Fukushima et al., 1998) uses the aerosol optical depth values (T,IZW Y to
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provide the epsilon values (SZ ") between two NIR bands,

& (A 2o) =7, (2)/ 75" (%), (65)

where SZ i(A1, /2) corresponds to the aerosol model M;. The Tf:l ! values are derived using look-up
tables generated based on the 3™ order polynomial relationships between pu» and z, for a N number

of aerosols.

3
T (A)= D0 (M}, 2,0,,0,,8,) P (A)" (66)
n=1

where )T is the polynomial coefficient for the respective M;, 6, 6,, and ¢s,. Based on the derived

SZ ! values, two optimum aerosol models (My and M) and the corresponding mixture ratios (w*™)

are retrieved using a weighted-average (e7;¢) of & * derived from

N
wa%;‘jf (NIR,NIR )

8;1“"6(1) — =l N ’ (67-1)
ZM};IVE
i=1
ave l
e “, ’ (67-2)
gMi (NIR(,NIR, ) _w
a Ko (NIR )
o = & (HEIRs NIR, )-&. " (NIRg, NIR ) (68)

! (NIRg, NIR, ) =& (NIRg, NIR )

M.
where K '

..+ 1S the extinction coefficient that is proportional to ‘L':ZW".

The aerosol multiple-scattering reflectances (pan) for the VIS bands are then computed using two

derived aerosol models (Myu and My ). This is achieved through the inversion of Eq.(66),

3 3
Pun ()= WY M (M1, 2,0,,0,,0,)72 () + (1= w0 ) 3™ (M, 2,0,.0,.4,)7 (1)
n=1 n=1
(69)
T2M

where ¢;”" is the polynomial coefficient for the respective M;, 6;, and 6,. The OCTS algorithm
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provides an estimate of p.» with an error of + 0.002 which corresponds to + 0.1 uW/cm*nm/sr in
normalized water-leaving radiance at 443nm (Fukushima et al., 1998).

The OCTS atmospheric correction algorithm is summarized in Fig. 41.

Start aerosol reflectance computatlon
after p,. correction

pam(NIRL) pam(NIRS)
Convert p,,(NIR;) to Convert pa,,,(NIRS) to
Tgl {(NIR,) for N number of T(A{I"(NIRS) for N number of
aerosol models M;, Eq.(66) aerosol models M;, Eq.(66)

&)t (NIRg, NIR, ) v
o) =

MV (NIRg, NIR; )

v A 4

£}t (NIR, NIR; ) / / &1 (NIRg, NIR )

I
5

Take a weighted average of all e(NIRg, NIR;),
then find two-closest aerosol models, Eqgs.(67-1, 67-2)

/ &t (NIRs, NIR,) / / e (NIRg, NIRy) /

Solve aerosol mixing ratio w':, Eq.(68)

!

Compute T‘11v1 L(VIS) and rf:’“ (VIS)
with )™ (VIS, NIR;) and £ (VIS, NIR,), Eq.(65)

}

Estimate p,,,(VIS) by using w
and the ‘cy L(VIS) versus p,,(VIS) relationship, Eq.(69)

( End )

Fig. 41. Scheme of the p.,(VIS) estimation used by OCTS

atmospheric correction (Fukushima et al., 1998). The method uses

relationship between AOT and multiple-scattering aerosol
reflectance to select optimum aerosol model.
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5.4.2. Aerosol correction approach for MERIS

While the OCTS approach uses aerosol optical depth thlvzi to derive the My, My, and w"H, the
MERIS algorithm (Antoine and Morel, 1999; Antoine, 2010) retrieves these values from the

multiple-scattering reflectance ratio (x)

_pPN+p,,(A)
x(A)= o) (70)

using the second order polynomial relationships between y and Tflwi as given below

2
chzui (A‘):ZCSZT(A‘DMibes70w¢sv)l(i)” s (71'1)
n=1
2
ZMi (A‘) zzhn(iDMi>ev>0v>¢vv)Tyi (A’)” s (71'2)
n=1
K ()

7, (2)=7,"(NIR,) (71-3)

KY(NIR,)’

where ¢$?T is the polynomial coefficient for the respective M;, 0, 0,, and ¢,. The term ™ is a

theoretical y value derived through radiative transfer simulations carried out for M;, 6y, 8,, and ¢s,.
The two optimum aerosol models My and M, are then selected by comparing the observed y(NIRs)

to theoretical y(NIRs) values that satisfy the following condition,
2" (NIRg) < 2(NIRg) < ' (NIRy) . (72)

Then the mixing ratio w* is approximately derived assuming that there exists a linear relationship
M;
between yand 7, °,

NIR.)— "+ (NIR
WM )fl( )X M( s) 73)
x " (NIRg) — x™ (NIRy)

In a similar way to Eq.(72), x values for the VIS bands are computed through

2 2
XA =" Y e (M, 4,6,,0,, 0, )70 (A) +(1=w" ) D" P (M, 4,6,,6,,4, )1 ()",

n=1 n=1
(74)
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where ¢}?C is the polynomial coefficient for the respective M;, 6, 6,, and ¢,.

This MERIS atmospheric correction algorithm is summarized in Fig. 42.

Start aerosol reflectance computation
after p, computation
/ J(NIRy), Eq (70) / / X(NIRs), Eq.(70) /

Convert )((NIRL) to
TZ:I"(NIRL) for N number of

aerosol models A, Eq.(71-1)

‘(NIR,_) / 7 7" (NIRy) /

ML(NIRL) / / M"(NIRS) /_/

”*(NIRS) THN(NIR)

“L(Nle) / / 75" (NIR) /—/

Get 7, ‘(NIRS) for all aerosol models M, Eq.(71-3)

/ pf’(NIRs):-——-, ,__—E pa¥(NIRs) /
LL Pa'(NIRs) / / Pa (NIRs) /——/

Convert rgl {(NIRg) to yMi{(NIRg) for N number of aerosol models M;, Eq.(71-2),
then find two-optimum aerosol types, Eq.(72)

|
y L 2
[ eama. o pimamwy [

Solve aerosol mixing ratio w*%, Eq.(73)

Compute T, “(VIS) and 7, ™ (VIS) with £.*(VIS, NIRy) and &7 (VIS, NIR,),
Eq.(71-3)

!

Estimate y(VIS) by using w and the ‘rflw {(VIS) versus yMi(VIS) relationship,
Eq.(74)

i

/ Pan(V1S), Eq.(68) /

¥

= O

Fig. 42. Scheme of the p.m(VIS) estimation used by MERIS
atmospheric correction (Antoine and Morel, 1999; Antoine, 2010).
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5.4.3. Evaluation results

To evaluate a reliability of each aerosol reflectance estimation process, compared the accuracy of
polynomial relationships were first compared that are 4® order polynomial relationship between pan
and p,s used for SeaWiFS, 3™ order polynomial relationship between p,» and 7, used for OCTS, 2"
polynomial relationship between (puntp,)/p- and 7, used for MERIS, and 2", 3™ and 4™ order
polynomial relationship between punm(41) and pum(42) suggested in this study. The relationship
agreements were compared by simulation for parameters described in previous chapter (i.e., 4x6;,
4x6,, 5x¢y). Figure 43 shows comparison results of p.» conversion error in % with given

relationships of each method for 412, 443, 490, 555, 660, 680, 745, and 865 nm.

o0z ™ 002
099 (412 nm) 099 (555 nm) 099 (660 nm) [
™ oois oos |
B “©~This study ~8-SaWiFs 7 “©~This stedy ~8-ScaWiFs 7 =©~This study ~8-ScaWiFs
001§ & OCTS @ MERIS e 0014 & OCTS <+ MERIS i 001 § ~#& OCTS 9 MERIS :
3 <
& oo & oo o Ao I A
S 5 3 5 0
: & o3 ) R 4 » R
0008 0005 0005 =
; v s p 3 T : s a H 3 D
sirmass sirmass sirmass
002 002 002 !
M95 (412 nm) M95 (555 nm) M95 (660 nm) I
o018 oos oo1s 1
3 ~©-This study ~B-ScaWiFS 3 “©=This study ~B-ScaWiks 3 0~ This sudy “Br-SeWiFs |
5 o001 §-%OCTS -0 MERIS £ oond -4 OCTS -0 MERIS i oo & OCTS (o MERST) |
I oo 3 oos ¥ 1 oo I ©
d 2 d d
3 $§ N I [ N
RO o B . z N
Q005 0005 0008 1
3 H H . 2 3 3 5 o 2 3 s S .
airmass alrmasy sirman — 0 . 70° 0 . 550
002 002 002 T s C Rt '
M50 (412 nm) M50 (555 nm) M50 (660 nm)
o018 o018 oo1s I
7 =©~This stady ~B-ScaWiFs 3 ~©~This stady ~8-ScaWiFs = =0~ This stady ~E-ScaWiFS —
& 001 ¢ & OCTS 9 MERIS : 001 § =& OCTS o MERIS I 001 § =& OCTS « 9~ MERIS 1
g g S| =2 - »
& oos s & oo —y 3 oo : =
° & L Y o o ot # - B
1
0005 0005 0005 !
H H A : : 1 < o 2 Y M
alrmass airmass airmass ]
002 o002 o2 +
C50 (412 nm) C50 (555 nm) C50 (660 nm) |
oots oons oo1s
i ~©-This stady ~B-SaWiFs 3 ~©~This study ~B-ScaWiFs ° 3 ~©~This stady ~B-SaWiFs | o
2 oof-aocts oo MERIS 2 oo} -x0CTS -0 MERIS E oonf-wocts  coMEmss |
: o 2 gl 1
: 1 :
$°° o S o _a| £ g &
° & B o0 o # S5 gmmmee—o— 8o —b
1
o005 o005 o005
4 s 6 2 3 4 s . 2 ) 4 v
airmass airmass sirmass |
002 002 T 002 1
T50 (412 nm) T50 (555 nm) T50 (660 nm) I
oos oo1s oos \
z =©=This stady ~E-ScaWiFsS B =©-This study ~E-ScaWiFs z =0-=This stedy ~E-SaWiFs
2 anf-socts .o MERS ol & ca}p-wocts o MERs i oo aocts  omems |
] 2 1
s g
: ] b4 é :
& ooos o 3 oo s & oo 184
p- & & - i =5 < e
o o —>8 o ganenen-aen- g g gr—8 0 —.-—-4——:—‘-.‘8
0005 0005 0,005 4
3 H T
airmass alrmas airmass

Fig. 43. Accuracy of relationships used for each p..(VIS) estimation
scheme for SeaWiFS, OCTS, MERIS and GOCI algorithms. For
moderate solar/sensor zenith angles, errors during the aerosol reflectance
estimation is less than 0.003
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As shown in Fig. 43, the 2™ order polynomial relationship between the multiple-scattering
reflectance and aerosol optical thickness resulted worse accuracy especially for large zenith angle

geometries and fine-size aerosols (i.e., large air-mass cases and tropospheric aerosol type,

respectively).
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Fig. 44. Comparison result of the SRAMS scheme with other three major methods by the
radiative transfer simulations. The assessment is performed for not only candidate aerosol
models but also different aerosol models. Two of the most accurate schemes are the MERIS
approach and the SRAMS-based method which select aerosol models in multiple-scattering

domain.
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The efficiency of the SRAMS scheme with other three existing methods is assessed using
simulations carried out for the 9 aerosol models: M90, M70, C90, C80, and T90 are candidate
models, and M98, M80, C70, T80 are not candidates, and observation geometries: #s= 0°, 25°, 50°,
and 75°, 6»= 0°, 20°, 40°, and 60°, and ¢ = 0°, 45°, 90°, 135°, and 180°.

Figure 44 provides the error in the R, and chl, retrieval. These results are truly remarkable, as the
relative errors in R(412 ~ 680 nm) for the present algorithm are stable across the entire aerosol
models and sufficiently small (5-10%) in comparison with other methods. Especially for fine-size
aerosol types (coastal and tropospheric) which the multiple-scattering effect is relatively stronger,
the accuracy of the SRAMS-based method is outstanding within 10% of errors in red bands while
errors in the red bands from other algorithms is exceeding 10~60%. This implies that the errors in
atmospheric correction with multiple scattering effects are seen to contribute significantly to the
error in R,s. This suggests that accurate results can be obtained with the new algorithm as long as the
candidate aerosol models are representative in size and composition of the aerosols actually present
over the ocean (they need not be precisely same). It can be remarkable, however, pigment (chl,)
retrieval performance of SeaWiFS algorithm showed the best accuracy due to similar behavior of
errors between blue and green bands although its aerosol correction performance needs to be

improved.

5.5. Pitfalls in estimation of aerosol reflectance using 2-NIR bands

Aerosol estimation methods using 2-NIR bands sometimes mistakenly carry out aerosol multiple-
scattering reflectance in VIS bands due to a discrepancy of optical properties between candidate
aerosol models and actual aerosols (e.g., absorbing aerosols), errors from meteorological data as
atmospheric correction inputs, considerable contributions of turbid water reflectance in NIR, and the
last NIR band (i.e., 865 nm for GOCI) calibration error.

Candidate aerosol models for the atmospheric correction are generally established with
assumption of non- or less-absorbing aerosol (Gordon et al., 1997; Yan et al., 2002; Stamnes et al.,

2003; Toratani et al., 2007). However, aerosols in GOCI observation area are often affected by
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absorbing aerosols originated by biomass burning or mineral dust (Kim et al., 2004; Kim et al.,
2005; Lee et al., 2005, 2007, 2010). To overcome this, further spectral information such as UV
band (e.g., 380 nm band) or hyperspectral or polarization information are needed (Toratani et al.,
2007; Chowdhary et al., 2005; Yang et al., 2010).

Initial atmospheric correction algorithms had not significantly considered whitecap reflectance
error estimated by using wind speed meteorological data. Because whitecap has spectrally flat
reflectance and treated and removed as maritime aerosols during the atmospheric correction.
Afterward, it is revealed that the spectral slope of whitecap reflectance in NIR can be significant
(Frouin et al., 1996), and this indicates inaccuracy whitecap estimation would cause failure on
aerosol model determination. The GDPS is currently using reanalysis meteorological data
distributed by National Centers for Environmental Prediction (NCEP) with 1° spatial and 6 hours
temporal resolution that are significantly lower resolution compare to the GOCI data. Therefore,
employing higher-resolution reanalysis data such as data distributed by European Centre for
Medium-Range Weather Forecasts (ECMWF) should be applied to the GOCI atmospheric
correction.

Traditional vicarious calibration approaches including GOCI's method assumes the last NIR
calibration band is already calibrated (Gordon, 1998; Eplee et al., 2001; Wang and Gordon, 2002;
Murakami et al., 2005; Lerebourg et al., 2011; Werdell et al., 2007; Franz et al., 2007; Wang et al.,
2013a; Wang et al., 2013b, Ahn et al., 2015), and then inter calibrate only the second last NIR band
for the NIR calibration. Error from the last NIR band calibration gain can erroneously effect to
aerosol reflectance estimation in VIS bands because aerosol type and concentration are determined
by two NIR bands (Wang et al., 2015). Further effort such as using optimization techniques to

calibrate the last NIR band is required for the future work.

5.6. Issues in the vicarious calibration of GOCI VIS and NIR bands

For the first step of the GOCI vicarious calibration, 2-NIR bands are inter-calibrated by

assumption of aerosol optical properties in open ocean far from continent are constantly
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identical to maritime aerosols. Figure is analysis results for 745 nm calibration gain sensitivity to
calibration site. As shown in the figure 45, derived calibration gains at the furthermost site (site 3)
has the least scattered result. In this analysis, 745 nm gain tends to be smaller as a site gets

closer to the land.

NIR calibration site 1
(This thesis)

45°N

NoS?

NIR calibration site 2
(Wang et al., 2013)

40°N
NaO1

NIR calibration site 3

35°N
NeSE

30°N
N.OE

8y (745 nm)

-

095 1

25°N
NoSZ

0.9
120% 125% 130 135° 140

Site 1 l Site 2 I Site 3
Fig. 45. Analysis results for 745 nm calibration gain sensitivity to calibration site.
Furthermost site (site 3) has the least scattered result.

However, further aerosol trajectory investigation has shown that the NIR vicarious calibration
site can be affected by continent aerosols as shown in Fig. 46 (Stein et al., 2015). Moreover,
continent aerosols further effect to the NIR calibration site in winter due to a seasonal wind
heading from the Northeast Asia to the calibration site (Lau and Li, 1984). To avoid continent
aerosols for NIR inter-calibration, observation data have to be selected by aerosol’s trajectory

statistics.
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NOAA HYSPLIT MODEL
Backward trajectories ending at 0800 UTC 01 Jan 16
GDAS Meteorological Data

at 26.20N 138.90 E

Source %

Meters MSL

Fig. 46. The result of NOAA HYSPLIT model (Stein et al., 2015) to
trace one-week backward aerosol trajectories of GOCI NIR calibration
site (at 300 and 1500 m altitude) in winter (26%/Dec./2015 ~
1%/Jan./2016). This result indicates that the NIR calibration site may
be affected by continent aerosols.

In situ radiometric data used for VIS bands calibration has considerable uncertainty involved
by above-water radiometry although those data once quality controlled. In the radiometry, sky
radiance reflected at air-sea interface is first removed by the Mobley’s model, however residual
error can be fluctuated by wind-driven sea surface roughness, inhomogeneous sky radiance
distribution, micro bubbles, ship rolling, and etc. This residual error can be significant in case of
clear waters due to relatively strong reflected sky radiance to the water-leaving radiance.
Moreover, this error is more significant in longer wavelengths (i.e., red bands) that is emerging

weaker water signals caused by stronger water absorption in this band. Uncertainties from in situ
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radiometry may cause inaccurate TOA radiance computations, thus further assured in situ
radiometry such as underwater profiling or sky-blocked above water measurement (Lee et al.,

2010) should be adopted.

5.7. Uncertainties from the bidirectional effect correction
method

The in-water bidirectional effect correction model of GOCI atmospheric correction
relating the f/Q is developed by Morel’s biogenic optical model, and this model sometimes
causes inaccurate R retrieval in turbid waters that water spectrum is dominated by optical
properties of inorganic particles (Park and Ruddick, 2005; Lee et al., 2011). IOP-based
bidirectional effect correction models has developed previously (Park and Ruddick, 2005;
Lee et al., 2011), however, further investigation is still required for practical application
due to hardness of these models validation.

Bidirectional effect correction model for air-sea interface upward transmittance (Wang,
2006) developed without considering sky radiance angular distribution change by aerosols.
However, aerosols type and concentration also effect to the sky radiance angular
distribution (Harrison and Coombes, 1988), and that implies sea-surface Fresnel
transmittance can be affected by aerosols especially for longer wavelengths and large solar
zenith angles that aerosols radiance is relatively stronger to Rayleigh radiance. GOCI
atmospheric correction is requiring further bidirectional effect correction accuracy to
observe diurnal variables in ocean environment, thus the correction model for air-sea

interface have to be integrated with radiative transfer within aerosols.
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Chapter 6. Conclusion

This thesis has described the atmospheric correction algorithm for the GOCI Data Processing
System and its improvements (Table 10). The early GOCI atmospheric correction implemented in
GDPS ver. 1.1is based on SeaWiFS method because the SeaWiFS algorithm has been used most
widely used and GOCI has a similar spectral band design with the SeaWiFS band. Since GDPS
version 1.1, the GOCI atmospheric correction has been updated to reduce the uncertainties involved
by aerosol model selection, considerable turbid water radiance in NIR bands, gaseous absorptions
with considering GOCI out-of-band responses. The vicarious calibration has been applied
additionally to reduce discrepancy between the radiative transfer system used for GOCI atmospheric
correction and the observation.

In the general atmospheric correction algorithms including the GOCI algorithm, the Rayleigh
reflectance can be predicted within 1% of error by a radiative transfer simulation, because temporal
and spatial variation of air molecules is changing in a small and expectable range. However,
computation of aerosol reflectance takes the most difficult part due to the considerable variations of
aerosol type and concentration in space and time. For the aerosol reflectance correction, GOCI first
adopted the SeaWiFS method that is using two NIR bands based on the BPA to obtain aerosol’s
optical information. SeaWiFS and previous GOCI atmospheric correction has used the single-
scattering reflectance ratio called as single-scattering epsilon (¢) to select the two-most appropriate
aerosol models with their mixing factor. In the process, two closest aerosol models and their
weighting factor for the mixture are determined by comparison of &(NIRs, NIRy) average for all
candidate aerosol models. This method has an issue that the aerosol model selection result has
dependency on all candidate aerosol models which induce residual errors. To overcome this, the
GOCI aerosol correction scheme uses the spectral relationships of aerosol multiple-scattering
reflectance (and is named as SRAMS). It uses second-order polynomial relationship on aerosol
multiple-scattering reflectance between two NIR then directly solves two most appropriate aerosol

models and their weighting factor with no residual error.
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Table 10. Summary of the GOCI atmospheric correction algorithm developed for GDPS version 1.1

and 1.5

Algorithm in GDPS ver. 1.1

This thesis in GDPS ver. 1.5

Correction of O3 absorption

Quasi-analytic model (Gordon et
al., 1983)

Quasi-analytic model (Gordon et al.,
1983)

Empirical Model derived from RT

Correction of H20 absorption Omitted . .

simulation result
Gravity correction for Omitted Rayleigh optical thickness correction
Rayleigh optical thickness model (Bodhain et al., 1999)

Wind fiel t 1
Sun-glint correction Omitted ind field dependent model (Cox

and Munk, 1954)

Aerosol correction method

Using SSE (Gordon and Wang,
1994; Wang and Gordon, 1994)

Using SRAMS (Ahn et al., 2016)

Turbid water NIR correction
model

4™ order spectral relationship of
water reflectance between 660
and 745 nm, and linear
relationship between 745 and
865 nm (Ahn et al., 2012)

4" order polynomial relationship
between pwn(660 nm) and puwn(745
nm), and 2" order polynomial
relationship between pws(745 nm)
and pun(865 nm)

White-cap correction

Wind speed dependent model
(Gordon and Wang, 1994)

Wind speed dependent model

(Stramska and Petelski, 2003)

Diffuse transmittance

Quasi-analytic ~ model  with
assuming isotropic water
reflectance (Gordon at el., 1983)

Empirical model based on RT
simulation with considering
anisotropic water reflectance (Wang,
1999; Antoine 2010)

Bidirectional effect correction

Omitted

In-water bidirectional effect
correction model (Morel and Gentili,
2002; Morel et al, 2005), and air-sea
interface bidirectional effect
correction model (Franz et al., 2003;
Wang, 2006)

Vicarious calibration

Omitted

NIR band calibration with pre-
assumed aerosol model (M80), and
VIS band calibration with calibrated
NIR band and in situ water radiance
(Franz et al., 2007; Ahn et al., 2015).

The GOCI observation area includes highly turbid waters, and those turbid water spectra are

generally dominated by suspended inorganic particles that have strong backscattering coefficient.

This strong backscattering involves considerable water-leaving radiance in NIR that mistakenly

pretend to aerosol radiance in the aerosol correction process, then causes underestimation of water-

leaving radiance in the VIS bands. The GOCI atmospheric correction uses a iterative turbid water

NIR radiance correction approach. A spectral relationship of water reflectance between red and two
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NIR bands based on the similarity of turbid water spectrum shape while SeaWiFS algorithm
considers in water biogenic optical properties.

The vicarious calibration to enhance both the calibration accuracy and agreement between
radiative transfer system employed by the GOCI atmospheric correction and the actual observation
has increased accuracy in computation of water-leaving radiance (or R,). The calibration process
adopts two main steps as the traditional vicarious calibration methods, i.e., calibration of the NIR
bands with an assumed aerosol type, and calibration of the VIS bands using nZ,, measurements. For
calibration of the NIR bands, the longest NIR band (865 nm) was assumed to be absolutely
calibrated, which formed the basis for calibration of the shorter NIR band at 745 nm. The vicarious
calibration of the NIR bands was performed with assuming the constant the maritime aerosol type
with relative humidity 80% at the calibration site. To achieve this, an open-ocean site in the
southeast region of the GOCI observation area far from the continent was selected to assume that all
aerosols are free from continent. The estimated TOA radiance at 745 nm was computed using a
radiative transfer model with the given aerosol type to obtain the statistical mean of the ratio
estimated TOA radiance to estimated TOA radiance at 745 nm, which determines the vicarious gain
at 745 nm. It can be assumed that calibrated NIR bands will result the accurate atmospheric path
radiance in VIS bands. Thus, TOA radiance in VIS bands can be estimated with water-leaving
radiance from in situ measurements and atmospheric path radiance from two-calibrated NIR bands,
then the VIS bands are calibrated by comparing estimated TOA radiance and observed TOA
radiance in VIS bands.

The overall atmospheric correction algorithm is evaluated in two ways, one is validation with in
situ data after the vicarious calibration, the other is comparison the GOCI atmospheric correction
result with other primary atmospheric correction algorithms’ results by the radiative transfer
simulations. Results from the match-up comparison between in situ and GOCI-derived R
measurements show that the GOCI atmospheric correction algorithm reasonably works in both case-
1 and case-2 waters. This implies that the correction for NIR water reflectance and the vicarious
calibration works correctly.

There remain a few issues concerning the atmospheric correction and its vicarious calibration.
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First issue is discrepancy of optical properties between candidate aerosol models and real aerosols.
Candidate aerosol models adopted by general atmospheric correction processes are developed by
assumption of non- or less-absorbing aerosols. However, aerosols from continent sometimes include
strong-absorbing constituents such as black carbon or mineral dust. Currently, there is no complete
way to deal with absorbing aerosols in GOCI bands, because absorbing aerosol effect in NIR bands
is relatively weak compare to other aerosol optical properties. Therefore, additional optical
observation such as UV bands or polarimetric information will be required in future missions
(Toratani et al., 2007). Secondly, the NIR correction scheme of the atmospheric correction for turbid
waters, the relationship between the red-NIR water reflectance is variable, depending on the
absorption of suspended particles, chl,, CDOM, moreover vicarious gains. Also, the ocean
reflectance at 660 nm wavelength can be saturated for extremely turbid cases like the estuary of the
Yangtze River which would cause an increasing error in estimation the NIR reflectance from 660nm.
Other NIR bands around 709nm (Moore et al., 1999) or shortwave infrared (SWIR) bands (Wang,
2007) are useful for atmospheric correction in turbid waters, however there is no such NIR or SWIR
bands in GOCI sensor, unfortunately. Therefore, further investigates to understand cause of
changing relationships regarding inherent optical properties of in-water constituents are required.
For the NIR vicarious calibration issue thirdly, the dominant aerosols at the calibration sites were
derived from mainly maritime processes, and the relative humidity that determined the aerosol
optical properties varied from 55 to 95%. For observation, the aerosol type is assumed to be
maritime with relative humidity 80% model for the expectation that the spectral slope in NIR would
approximately fall in this range. However, some recent revised study has shown this area can be
also affected by aerosols originated from continent. Thus, removal of observation data by using
trajectory model is required for the future work. The visible band calibration has used in sifu nL,,
measurements recorded by an above-water radiometry. Although these measurements has been
quality controlled, uncertainties can be still significant, because the nL,, is relatively weak compared
with the sky radiance reflected at the air-sea surface for clear waters. In particular, the uncertainty is
more prominent as the wavelength increases from red and NIR where water absorption is strong and

reflectance is weak. Those in sifu measurement uncertainties can cause erroneous computation of
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TOA radiance in VIS bands for the vicarious calibration. Further quality assured in situ radiometry
such as in-water profiling or sky-blocked above water measurement are required for the next step.
Lastly, the bidirectional effect correction scheme (f/Q) which accounts for radiant-path geometry
dependencies in the nZ,, and the R, due to the anisotropy of the near-surface light field (Morel et al.,
2005) is based on a biogenic optical model that does not fully consider case-2 waters. Since the
near-surface light field depends on the absorption and scattering properties of the water column and
its constituents, it is essential to consider a more appropriate model (Park and Ruddick, 2005; Lee et
al., 2011) for case-2 waters. It is expected to implement these schemes in the GOCI data processing

system in future work.
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Appendix. Glossary of symbols

A : wavelength

6, : solar zenith angle

0, : viewing (satellite) zenith angle

¢s.v: Azimuth angle difference between the sun and the sensor at the position
0+ : just above the water

0+ : just beneath the water

Ed : downward irradiance

Eu : upward irradiance

chl, : chlorophyll-a

Lroa: top-of-atmosphere radiance observed by satellite

L7104 simulated top-of-atmosphere radiance for the vicarious calibration

L"C,,: water-leaving radiance for the vicarious calibration

L*"104 : top-of-atmosphere radiance after the correction of white cap and gaseous absorption
L(A) : multiple scattering radiance by aerosols in the absence of air molecules

L,.(2) : radiance by light interaction between air molecules and aerosols

L, : multiple scattering radiance by air molecules (Rayleigh scattering) in the absence of
aerosols

L, : whitecap radiance

L,,: water-leaving radiance

nL, : normalized water-leaving radiance

Lg:a : total above water radiance leaving the water surface with including sea-surface

reflected sky radiance
Lgy, : Sky radiance at the surface

Ly(A) : the residual radiance from light reflected by the ship’s superstructure, microfoam, or
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fluctuated fou Loky

* Ry Ly/Ed

* R, :remote-sensing reflectance

¢ R.":remote sensing reflectance before the bidirectional effect correction

*  proa: top-of-atmosphere reflectance

¢ p.: water reflectance (reflectance at the top-of-atmosphere)

¢ puwn: normalized water reflectance (reflectance at the surface)

*  pue: Whitecap reflectance

¢ p, : multiple scattering reflectance by air molecules (Rayleigh scattering) in the absence of
aerosols

*  pA%™: preliminary computed Rayleigh scattering reflectance for 1 atmospheric pressure

* p.:multiple scattering reflectance by aerosols in the absence of air molecules

*  p.:reflectance by light interaction between air molecules and aerosols

¢ pas: aerosol single-scattering reflectance

*  Pam:PaTt Pra
s pMod: theoretically computed p..(1) for specific aerosol model

¢ p"Cu: simulated p,u(4) for the vicarious calibration

¢  p.:sun-glint reflectance that is spectrally independent

* ™4 the remote-sensing reflectance just below the surface

¢ by : total backscattering coefficient

¢ a: total absorption coefficient

¢ R : Fresnel transmittance at the air-sea interface

¢ f :ratio of underwater IOP term to under water reflectance

¢ O :underwater bidirectional effect term

+ cpr: bidirectional effect coefficient (i.e., R-f/Q)

+ ¢:aerosol single-scattering reflectance ratio (i.e., single-scattering epsilon, SSE)

* ¢ theoretical SSE value
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* g™ averaged ¢ for candidate aerosol models

¢ &' : total downward diffuse transmittances including both the aerosols and the air molecules

¢ td’: total upward diffuse transmittances including both the aerosols and the air molecules

¢ td’. . downward diffuse transmittance by air molecules

¢ td’ : upward diffuse transmittance by air molecules from the sea surface to the sensor

¢ 1g’: total downward direct transmittances including both the aerosols and the air molecules

¢ tg”: total upward direct transmittances including both the aerosols and the air molecules

* £, : downward gaseous transmittance by ozone from the sun to the sea surface

* ¢, :upward gaseous transmittance from the sea surface to the sensor

* £, :downward gaseous transmittance by water vapor from the sun to the sea surface

¢  f.: upward gaseous transmittance by water vapor from the sun to the sea surface

¢ tdm® : downward diffuse transmittance model established with assuming that the single
scattering albedo multiply forward scattering probability is 0.95 for i aerosol models

¢ tdm’ :upward diffuse transmittance model established with assuming that the single scattering
albedo multiply forward scattering probability is 0.95 for i aerosol models

* ! BanX

¢ 7.: Rayleigh optical thickness

¢ 75(4) : forward scattering probability of aerosols

¢ Fy: the extraterrestrial solar irradiance with considering sun-earth distance

* fp : extraterrestrial solar irradiance without considering sun-earth distance

¢y spectral correction function (Frouin et al., 1996) for whitecap reflectance

* ws : wind speed at the sea level in m/s

¢ wv: water vapor concentration in g/cm?

* ¢, : sun-earth distance coefficient

¢ ¢, : the air pressure in mb

¢ d,:day of year

¢ M;: i aerosol model

* WM weighting factor of M; for aerosol reflectance fraction
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¢ gy :vicarious gain

. :ai
sy air-sea Fresnel reflectance ratio
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